Questions, Projects, and Laboratory Exercises

Questions, Projects, and Labs Chapter Eight

8.1 Questions

What three components make up Von Neumann Machines?
2. Whatis the purpose of

a) The system bus

b) The address bus

c) The data bus

d) The control bus

3. Which bus defines the “size” of the processor?
4. Which bus controls how much memory you can have?
5. Does the size of the data bus control the maximum value the CPU can process? Explain.
6. What are the data bus sizes of:
a) 8088 b) 8086 c) 80286 d) 80386sx
e) 80386 f) 80486 g)Pentium h) Pentium Il

7. What are the address bus sizes of the above processors?
How many “banks” of memory do each of the above processors have?
Explain how to store a word in byte addressable memory (that is, at what addresses). Explain how to store a

double word.
10. How many memory operations will it take to read a word from the following addresses on the following pro
cessors?
Table 16: Memory Cycles for Word Accesses
$100 $101 $102 $103 $104 $105

8088

80286

80386

11. Repeat the above for double words

Table 17: Memory Cyclesfor Doublewor d Accesses

$100 $101 $102 $103 $104 $105

8088
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12.

13.
14.
15.
16.
17.
18.
19.
20.

21.

22.
23.
24,
25.

26.

27.
28.

29.
30.

Table 17: Memory Cyclesfor Doubleword Accesses

$100 $101 $102 $103 $104 $105

80286
80386

Explain which addresses are best for byte, word, and doubleword variables on an 8088, 80286, and 80386
processor.

Given the system bus size, what address boundary is bese&B4object in memory?

What is the purpose of the system clock?

What is a clock cycle?

What is the relationship between clock frequency and the clock period?

Explain why 10ns memory should not work on a 500 MHz Pentium Il processor? Explain why it does.
What does the term “memory access time” mean?

What is avait state?

If you are running an 80486 at the following clock speeds, how many wait states are required if you are
using 80ns RAM (assuming no other delays)?

a) 20 MHz b) 25 MHz c) 33 MHz d) 50 MHz e) 100 MHz

If your CPU runs at 50 MHz, 20ns RAM probably won't be fast enough to operate at zero wait states.
Explain why.

Since sub-10ns RAM is available, why aren’t most systems zero wait state systems?
Explain how the cache operates to save some wait states.

What is the difference between spatial and temporal locality of reference?

Explain where temporal and spatial locality of reference occur in the following Pascal code:

while i < 10 do begin
X =X *i;
i i+ 1;

end;

How does cache memory improve the performance of a section of code exhibiting spatial locality of refer
ence?

Under what circumstances is a cache not going to save you any wait states?

What is the effective (average) number of wait states the following systems will operate under?
a) 80% cache hit ratio, 10 wait states (WS) for memory, 0 WS for cache.

b) 90% cache hit ratio; 7 WS for memory; 0 WS for cache.

c) 95% cache hit ratio; 10 WS memory; 1 WS cache.

d) 50% cache hit ratio; 2 WS memory; 0 WS cache.

What is the purpose of a two level caching system? What does it save?
What is the effective number of wait states for the following systems?

a) 80% primary cache hit ratio (HR) zero WS; 95% secondary cache HR with 2 WS; 10 WS for main mem
ory access.
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b) 50% primary cache HR, zeVdS; 98% secondary cache HR, one WS; five WS for main memory access.
¢) 95% primary cache HR, one WS; 98% secondary cache HR, 4 WS; 10 WS for main memory access.

32. In what HLA declaration section would you declare initialized values that must not be changed during pro
gram execution?

33. In what HLA declaration section would you declare uninitialized variables?

34. In what HLA declaration section would you declare automatic variables?

35. Explain how you allocate and deallocate dynamic memory using the HLA Standard Library.

36. Provide two ways to take the address of a variable you declare in the STATIC section of your program.
37. What is the difference between the STORAGE and STATIC sections of your program?

38. Suppose you have a word variable, “w”, and you wish to load the L.O. byte of “w” into the AH register.
What MOV instruction could you use to achieve this?

39. Suppose you have a word variable, “w”, and you wish to load the H.O. byte of “w” into the AL register.
What MQV instruction could you use to achieve this?

40. What is the difference between “add( 1, [eax]);” and “add( 0, [eax+1]);"?

41. By default, the “stdout.put( eax );” statement will print EAX as an eight-digit hexadecimal value. Explain
how to tellstdout.putto print EAX as an unsigned 32-bit integer; as a signed 32-bit integer. Provide the
actual instructions to accomplish this.

42. Explain, step by step, what the “PUSH( EAX);” instruction does.
43. Explain, step by step, what the “POP( EAX);” instruction does.

44. What is the purpose of the PUSHW and PUSHD instructions? What kind of data do they push? Why are
there no POPW and POPD instructions?

45, What is the purpose of the “PUSHAD();” instruction? In what order does it push its data onto the stack?
46. Suppose you execute the following three instructions:

push( eax );
pop( bx );
pop( cx );

What alue will be left in BX after this sequence? What value will be left in CX?

47. Suppose you needed to save the value of the carry flag across the execution of several instructions. Explain
how you could do this (and provide the code).

48. Suppose you've executed the following two instructions to push EAX and EBX onto the stack:

push( eax );
push( ebx );

Without popping any data off the stack, explain how you can reload EAX’s value that was pushed on the
stack. Provide a single instruction that will do this.

49. What is the difference between the “DEC( EAX);” instruction and the “SUB( 1, EAX);” instruction?
50. How can you check for unsigned arithmetic overflow immediately after an “INC( EAX);” instruction?
51. What is the identity element (if any) with respect to

a) AND b) OR c) XOR d) NOT e) NAND f) NOR
52. Provide truth tables for the following functions of two input variables:

a) AND b) OR c) XOR d) NAND e) NOR

f) Equivalence g)A<B h)A>B i) A implies B

53. Provide the truth tables for the following functions of three input variables:
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a)ABC (and)  b) A+B+C (OR) c) (ABC)’ (NAND)d) (A+B+C)’ (NOR)
e) Equivalence (ABC) + (AB’'C’)f) XOR (ABC + AB'C’Y

54. Provide schematics (electrical circuit diagrams) showing how to implement each of the functions in question
three using only two-input gates and inverters. E.g.,

A) ABC =

A ABC
B

55. Provide implementations of an AND gate, OR gate, and inverter gate using one or more NOR gates.
56. What is the principle of duality? What does it do for us?

57. Build a single truth table that provides the outputs for the following three boolean functions of three vari
ables:

F=A+BC
Fy -AB +C'B
F,=AB'C’'+ABC + C'B'A
58. Provide the function numbers for the three functions in question seven above.
59. How many possible (unique) boolean functions are there if the function has
a) one inputb) two inputs c) three inputs  d) four inputs  e) five inputs
60. Simplify the following boolean functions using algebraic transformations. Show your work.
a) F=AB +AB’ b) F=ABC + BC'+ AC + ABC’
c) F=ABCD +AB'C'D + AB'CD + AB'CD’
d) F=ABC + ABC'+ ABC'+ AB'C’'+ ABC + AB'C
61. Simplify the boolean functions in question 60 using the mapping method.

62. Provide the logic equations in canonical form for the boolean funcii$g ®r the seen segment display
(see“"Combinatorial Circuits” on page23).

63. Provide the truth tables for each of the functions in question 62
64. Minimize each of the functions in question 62 using the map method.
65. The logic equation for a half-adder (in canonical form) is
Sum =AB’+ AB Carry = AB
a) Provide an electronic circuit diagram for a half-adder using AND, OR, and Inverter gates
b) Provide the circuit using only NAND gates
66. The canonical equations for a full adder take the form:
Sum =AB'C + ABC'+ AB'C'+ ABC
Carry = ABC + ABC'+ AB'C + ABC
a) Provide the schematic for these circuits using AND, OR, and inverter gates.
b) Optimize these equations using the map method.
c) Provide the electronic circuit for the optimized version (using AND, OR, and inverter gates).

67. Assume you have a D flip-flop (use this definition in this text) whose outputs currently are Q=1 and Q'=0.
Describe, in minute detail, exactly what happens when the clock line goes

a) from low to high with D=0
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b) from high to lev with D=0

Rewrite the following Pascal statements to make them more efficient:

a) if (x or (not x and y)) then write(‘1");

b) while(not x and not y) do somefunc(x,y);

c) if not((x <>y) and (a = b)) then Something;

Provide canonical forms (sum of minterms) for each of the following:

a) F(A,B,C) =ABC + AB + BCb) F(A,B,C,D)=A+B+CD' +D

c) F(A,B,C) =AB + B'A d) F(A,B,C,D) =A + BD’

e) F(A,B,C,D) =AB'C'D + AB'C’'D' + CD + ABCD’

Convert the sum of minterms forms in question 69 to the product of maxterms forms.

What is the difference between the Harvard and the Von Neumann Architectures?

Explain how encoding instructions in binary saves space in an opcodéBésse CPU Design” on
page245).

What is the difference between Random Logic and Microcode?

What do the following acronyms stand for? CISC, RISC, VLIW.

Is the LOOP instruction a “RISC Core” or a “Complex” instruction? Explain.

What is the difference between an 80x86 “RISC Core” and a “Complex” instruction?

What sequence of instructions is the LOOP instruction equivalent to?

Explain, step-by-step, how a MOV instruction might work.

Explain how CPU designers use parallelism to increase the CPU’s throughput (# of instrs/second).
What is a prefetch queue?

What is pipelining?

What is a pipeline stall?

How can creating separate instruction and data caches improve performance?

Why do separate instruction and data caches often operate at a greater miss rate than a unified cache?
What is a data hazard?

What is a superscalar CPU?

Explain how “out of order” execution works. Under what circumstances can “out of order” execution
improve performance?

What is “register renaming?” How can it improve performance?

Explain the following terms: SISD, SIMD, MIMD.

Are MMX instructions SISD, SIMD, or MIMD?

Provide four reasons why we can’t/shouldn’t design a CPU with as many instructions as possible.

Explain why, when decoding an instruction, it is better to use several smaller decoders rather than one big
decoder.

Explain how to use an opcode prefix byte to extend an instruction set.
What is the value of the opcode prefix byte on the 80x86 CPU?

What is the maximum length of an 80x86 instruction?

What is the purpose of the MOD-REG-R/M byte on the 80x867?

What is the purpose of the SIB byte on the 80x867?

How long (in bytes) is the 80x86 opcode?
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99. When encoding an instruction with a memory addressing mode that has a displacement, where does the
80x86 expect the displacement value to appear?
100.0n the 80x86, how do you encode immediate constant within the instruction?

101.What are the displacement sizes that the 80x86 supports for memory operands (under Windows and Linux)?
Hint: this one is a little tricky.

102.How do you select the displacement size in the instruction encoding?

103.Based on the values in the MOD-REG-R/M hyte, explain why the 80x86 instructions don’t allow memory to
memory operations.

104.Explain why there is no “[EBP]” addressing mode on the 80x86.

105.The “[ESP]” address mode requires an SIB byte even though this instruction doesn’t have an index register
associated with it. Explain.

106.80x86 opcodes only have one bit to specify the operand size. Explain how the 80x86 encodes three different
operand sizes.

107.Under Linux and Windows, what are the two default operand sizes?

108.What is amlternate instruction encodirryg

109.What is thenemory hierarchy

110.What is the difference between a direct-mapped cache and a fully associative cache?

111.What is the difference between a two-way set associative cache and a four-way set associative cache?

112.Why would a direct-mapped cache offer better performance than a fully associative cache? Why would a
fully associative cache offer better performance than a direct-mapped cache? Give the circumstances for
both.

113.What is the difference between the write-through and the write-back cache policies? Which is higher perfor
mance? Which is best in a multiprocessor system?

114.What is paging?

115.What is virtual memory?

116.What is thrashing?

117.What does NUMA stand for? How can it affect the performance of your programs?

118.What is the difference between the read-only, write-only, read/write, and dual I/O ports?

119.1f the CPU sees a port as read/write, how does the external world see that port (input, output, both)?
120.What is the difference between I/O-mapped input/output and memory-mapped input/output?
121.What is DMA? Explain, don't just spell out the acronym.

122.What is polling?

123.What are the relative speed differences between low, medium, and high speed 1/O devices?
124.How are busses like PCI and ISA different than the CPU’s address and data busses?

125.Which bus is higher performance, PCIl or ISA? Give performance numbers to back up your claim.
126.What is the AGP bus and what advantage does it have over the PCI bus?

127.What is I/O buffering? How can it keep a system from losing data?

128.What is the purpose of handshaking?

129.What is a time-out? What are some convienent instructions for checking for a time-out while waiting on a
bit in an 1/0 port?

130.What is the difference between interrupt driven 1/O and polled I/O?

Page360 © 2001, By Randall Hyde Beta Draft - Do not distribute



Questions, Projects, and Laboratory Exercises

8.2

Programming Projects

Write a program that requests a number from the user and then allows the user to enter the specified number
of characters. Display the characters in the reverse order the user enters them. If the user enters fewer than
the specified number of characters, fill the remainder of your buffer with spaces. Repeat until the user enters
zero as the number of characters to read. Be sure to free up any dynamically allocated storage you use after
displaying the user output.

Write a program that requests a count from the user and allocates storage for that many 32-bit integers (don’t
forget to multiply the count by four sin@et32 objects are four bytes long; use SHL to multiply by four).

The program should then read the specified number of integers from the user and store them away in the
allocated buffer. Finally, the program should sum up each value in the buffer, display the sum, and then free
the allocated storage and quit.

Modify program (2) above so that it reports the largest (maximum) and smallest (minimum) integer values in
the buffer.

Write a program that allocates a buffer containing 32 bytes of storage, reads an integer value from the user,
and then copies each bit from the integer into successive bytes of memory; that is, bit zero winds up in the
first byte, bit 1 winds up in the second byte, etc. When your program is done copying the bits, the 32 bytes
should all contain a zero or a one depending upon the setting of the corresponding bit in the input integer.
Write each of these bits to the display. Sum the 32 bits up and print the sum (which tells you how many

one-bits were in the number). Be sure to free the storage before your program quits.

Write a program that allocates storage for two buffers. A single user input should determine the size of these
two buffers: the first buffer will contain the number of bytes specified by the user and the second buffer will
contain four times this many bytes. Read a sequern&afalues from the user and store them into the first
buffer. The copy the values from first buffer to consecutive dwords in the second buffer, using sign extension
to convert the values. Display both buffers using hexadecimal notation once the conversion is complete.

(Windows Only) Using HLA Standard Libragpnsole.fillRecprocedure, write a program that generates a
checkerboard pattern on the screen. The user should be able to specify the number of squares on each side
of the checkerboard as well as the two colors to use for the checkerboard display.

(Windows Only) Write a two-player tic-tac-toe game. Use the HLA Standard Library console module to
clear the screen and draw the board between each move. Let the users alternate moves until one of them
decides to quit (don’t bother trying to have your program determine if the game is over, just use a special
input value to end the game). Be sure to draw a second game board listing numbers or characters by which
each player can choose the square into which they want to move. Use different colors for each player’s sym
bols. If you want to get real fancy, you can draw the X's and O’s by printing blocks of spaces on the screen.

If you really want to be impressive, read the HLA console documentation and learn how to use the mouse.
Then use mouse clicks to make the moves (this is optional!).

(Windows Only) Write a program that inputs an (x,y) coordinate from the user and a single unsigned integer
value. Your program should draw a rectangle on the screen using the PC’s line drawing graphic characters
(see Appendix B). The upper left hand corner of the rectangle should be at the coordinate specified by the
user. The integer value specifies the width and height of the rectangle on the screen. Before drawing the
rectangle, verify that it will fit in an 80x25 window. Use the console.gotoxy procedure to position the cursor
before drawing each character; do not disturb any other characters on the screen except those character posi
tions where you actually draw one of the line drawing characters.

(Windows Only) The HLA “console.getRect( top, left, bottom, right, buffer )” function copies the data in the
specified rectangle on the screen to the buffer passed as the last parameter. E.g., “console.getRect( 10, 10,
20, 20, (type byte [eax]));” copies the 10x10 matrix of characters into the block of memory pointed at by
EAX. Similarly, the “console.putRect( top, left, bottom, right, buffer);” call will copy the data from the
specified buffer to the screen at the specified coordinates. The buffer must contain twice the number of bytes
as there are characters in the rectangular region. Allocate a sufficient amount of storage using malloc and
then use these two routines to temporarily save a portion of the screen while you write something else to it.
Then, upon prompt from the program’s user, restore the original rectangle.
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10) Write a program that reads four values from the user, 1, J, K, and L, and plugs these values into a truth table
with B’A'=1, B'A = J, BA = K, and BA = L. Ensure that these input values are only zero or one. Then input
a series of pairs of zeros or ones from the user and plug them into the truth table. Display the result for each
computation.

11) Write a program that, given a 4-bit logic function number, displays the truth table for that function of two
variables.

12) Write a program that, given an 8-bit logic function number, displays the truth table for that function of three
variables.

13) Write a program that, given a 16-bit logic function number, displays the truth table for that function of four
variables.

14) Write a program that, given a 16-bit logic function number, displays the canonical equation for that function
(hint; build the truth table).
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8.3  Chapters One and Two Laboratory Exercises
Accompalrying this tet is a signiftant amount of softare. This software can be found in th&oA
directory Inside this directory are a set of subdirectories with namewdikime2andvolume3 Inside
those directories ardds with names lig ch02 andchO3with the names ohously corresponding to chap
ters in this tgt. The code for these laboratoryegcises appears in thelume2\ch08 subdirectaryPlease
see this directory for more details.
8.3.1 Memory Organization Exercises

The following program Program 8.1 demonstrates the memory layout of an HLA program. It does
this by declaring ariables or other symbols in each of tlagious run-time memory gments. This pro
gram uses the LEA instruction to tathe address of each memory object and then displays the address using
hexadecimal notation. Run this program and compare the addresses of each of the objects.

For your lab report, compare the output addressamsigthe memory layout presented in this chapter
Since each memory gment bgins on a 4096 byte ($1000) boundamhat clues do the output addresses
give us concerning the grouping ariables in the memory gments? Gien the output of this program,
and the address of some othariable declared in this program, describe/ lyou could determine which
sggment that otherariable is in gren no other information than thanables location.

/1 Sanpl e programfor Menory QO ganization Laboratory Exercise
// in “The Art of Assenbly Language Programmi ng”
/1 (HLA Edition).

program MenQr g;
#include( “stdlib.hhf” );

/1l Declare a set of variables in each of the
/1 different menory sections so we can conpare
/1 their addresses in nmenory.

var
Aut oVar : int32;

static
StaticVar: int32;

Dat aVar : i nt 32; @ost or age;
dword O;
readonl y
ROVar : int32 := 0;
st orage

StorageVar: int32;

begi n MenCx g;

/1 Take the address of each of the variables (plus allocate
/1 storage for a dynamic variable) and display the addresses.

| ea( eax, AutoVar );
stdout.put( “AutoVar address in nenory is: $", eax, nl );
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lea( eax, StaticVar );
stdout.put( “StaticVar address in nmenory is: $, eax, nl );

| ea( eax, DataVar );
stdout. put( “DataVar address in nenory is: $", eax, nl );

| ea( eax, ROVar );
stdout. put( “ROvar address in nenory is: $, eax, nl );

| ea( eax, StorageVar );
stdout. put( “StorageVar address in nenory is: $', eax, nl );

// Dynamcally allocate a variable on the heap.
malloc( 4 );
stdout. put( “Dynamic variable address in nenory is: $', eax, nl );

free( eax );

/1 The follow ng code conputes the address of this instruction
[l in menory:

CodeAdrs: |lea( eax, CodeAdrs );
stdout. put ( “CodeAdrs label’s address in nenory is: $', eax, nl );

/1 Just to put things into perspective, display the value of the
/'l stack pointer as well:

stdout. put ( “Stack Pointer contains the address: $’, esp, nl );

end Mentrg;

Program 8.1  Demonstration of Memory Sections

8.3.2 Data Alignment Exercises

The follonving program lets you test thefesft of data alignment on your program. It allocates a block
of 1,000,000 dwrd values and then runs throughottoops that access thesdues on an address that is an
even multiple of four and at an address that is notvan enultiple of four By measuring the time theseatw
code fragments takto execute, you can compare thefelience between aligned and non-aligned memory
access.

Note: keep in mind that Linux and/indows are multi-tasking operating systenierefore, the diér-
ence in gecution time will not be as great as you migtjiext because a & percentage of thexecution
time you measure with this program will be spent in another prod@sscan assume that approximately
the same amount of time is spent outside this process in bo#s fudilthe program.

To avoid optimizations by the cache harah, this program accesses datavat dour million diferent
addressesThe fact that most memory accesses wifperience a cache miss will als@sakthe timings (and
malke them more similar). Finallgifferent processors (e.g., Pentium vs. Pentium Il vs. K&ti¢on) have
different penalties for misaligned data. Hence, you shoyldat to see only a small percentagéedénce
between the tev hahes of the follaving program.
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This program also demonstrates the use of the align digntthe code ggnent. If used immediately
before a loop thatxecutes a laye number of times (as it is in this code), the align direaan improe the

performance of the loop slightly

Run this program and time thedwales using a atch. Record the dédrence in your lab report and

provide an &planation for the dférent running times.

/1 Sanple programfor Data A ignnent Laboratory Exercise
/1 in “The Art of Assenbly Language Programmi ng”
/1 (HA Edition).

program Dat aAl i gn;
#include( “stdlib.hhf” );

begi n DataAlign;

[/ consol e. cl s();

st dout . put

(
“Menory Alignnent Exercise”,nl,
nl,

“Using a watch (preferably a stopwatch), tine the execution of”,
“the following code to determ ne how nany seconds it takes to”,

“execute.”, nl
nl
“Press Enter to begin tining the code:”

)

/1 Al ocate enough dynamc nmenory to ensure that it does not
/1 all fit inside the cache. Note: the machine had better have

/1 at least four megabytes free or virtual menmory will
// and invalidate the timng.

nal | oc( 4_000_000 );

/1 Zero out the menory (this loop really exists just to
/1l ensure that all menory is mapped in by the C5).

nov( 1_000_000, ecx );
r epeat

dec( ecx );
mov( 0, (type dword [eax+ecx*4]));

until( 'ecx ); [// Repeat until ECX = 0.

Il Ckay, wait for the user to press the Enter key.
stdin. readLn();

// Note: as processors get faster and faster, you may
/1 want to increase the size of the follow ng constant.
/1 Execution tine for this | oop should be approxinately
/1 10- 30 seconds.

nov( 1000, edx );
add( 30, eax ); // Force msalignnment of data.
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r epeat

mov( 999 992, ecx );

align( 16 );

r epeat
sub( 4, ecx );
nov( [eax+ecx*4], ebx );
nmov( [eax+ecx*4], ebx );
nmov( [eax+ecx*4], ebx );
nmov( [eax+ecx*4], ebx );

until ( 'ecx );
dec( edx );

until( 'edx ); // Repeat until EAX is zero.

stdout. put( stdio.bell, “Stop timng and record time spent”, nl, nl );

/1 Ckay, time the aligned access.

st dout . put
(

)
stdin. readbLn();

“Press Enter again to begin tinmng access to aligned variable:”

/1 Note: if you change the constant above, be sure to change
/1 this one, too!

nov( 1000, edx );
add( 30, eax ); /1 Realign the data.
r epeat

nmov( 999 992, ecx );
align( 16 );
r epeat

sub( 4, ecx );

nmov( [eax+ecx*4], ebx );
nov( [eax+ecx*4], ebx );
nov( [eax+ecx*4], ebx );
nmov( [eax+ecx*4], ebx );

until ( 'ecx );
dec( edx );

until( 'edx ); // Repeat until EAX is zero.

stdout.put( stdio.bell, “Stop timng and record tine spent”, nl, nl );
free( eax );

end DataAl ign;

Program 8.2  Data Alignment Exercise
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8.3.3 Readonly Segment Exercises
The folloving exercise demonstrates that you cannot write data to a readcwidple. The \ariablei,
appearing in the READONLsection, generates &r.Accessidlation exception if you attempt to write to
it. Run this program and document what happens in your lab report. Exphaiponomight use REA
DONLY variables in your program to protectaégst errors in your code.
/1 Sanple programfor Read Only Data Laboratory Exercise
/1 in “The Art of Assenbly Language Programmi ng”
/1 (H.A Edition).
pr ogr am ReadOnl yDeno;
#include( “stdlib.hhf” );
readonl y
i:int32 := 10;
begi n Readnl yDenwo;
stdout.put( “i =*“, i, nl );
try
mov( O, i );
stdout.put( “Now i contains “, i, nl );
exception( ex.AccessViol ation )
stdout.put( “Error attenpting to wite to variable “i’”, nl );
endtry;
end ReadOnl yDeno;
Program 8.3  READONLY Variable Demonstration
8.3.4 Type Coercion Exercises

The HLA type coercion operators are actually useful foryntaimgs besides letting you load a portion
of a \ariable into a smaller gister (the primary xample this chapter hasvgn thus &r). Mary HLA
instructions and Standard Library routines use the type information associated aiidgbéevto determine
how to use thatariable. Br example, thestdout.putroutine in the Standard Library determinesho dis
play a \alue based on its type.oiFexample, if you hee anint32 variable,i32, and you decide to print it with
stdout.putit will use the type information to determine that it must print thisezas a signed 32-bit iigiex:
This laboratory gercise demonstrates that you can use the type coercion operators to display as\a
different type.

Compile and run the folleing program that demonstratesnhto display annt32 variable {est\ar)
using headecimal notation:

// Sanpl e programfor Coercion Laboratory Exercise
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// in “The Art of Assenbly Language Programmi ng”
/1 (HLA Edition).

pr ogr am Coer ci on;
#include( “stdlib.hhf” );

static
testVar:int32;

begi n Coer ci on;

stdout. put( “Enter a 32-bit signed integer value: “ );
stdin.get( testVar );
st dout . put
(
nl,
“In decimal : “, testVar, nl
“In hexadecimal: $", (type dword testVar), nl

)

end Coerci on;

Program 8.4  Type Coercion Exercise

After running this program and noting the results, modify the typgest¥ar so that it is aeal32vari-
able. Rerun the program. Based on whatymlearned from Chaptdwo, explain the output when you
enter 1.0 as the reahle. Note that you can also use type coercion istthie.get routine. Type cast the
test\ar parameter irstdin.get so that it is aeal32object. Rerun the program ancpkain the results in your
lab report.

8.3.5 Dynamic Memory Allocation Exercises

The follonving short program demonstratesahto use thanalloc procedure to allocate storage for 10
integer \alues. Note that this program doest€clare ay variables at all All memory accesses occur in the
dynamically allocated block of memorgompile and run this program. Describe the results in your lab
report.

/1 Sanpl e programfor dynami c allocation Laboratory Exercise
/1 in “The Art of Assenbly Language Programmi ng”
/1 (HA Edition).

program DynAl | oc;
#include( “stdlib.hhf” );

begi n DynAl | oc;
stdout.put( “Alocating storage for 10 integers”, nl );
/1 Note: we nust allocate storage for 40 bytes since
/1 each integer consunmes four bytes. This function

// returns a pointer to the data in EAX

nal l oc( 40 );
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/1 Move pointer to storage to the ESI register so we
/1 can use EAX for other purposes.

nov( eax, esi );
/1l Pronpt the user to enter a val ue:

stdout.put( “Enter a integer to initialize the data with: “ );
stdin. geti32();

/1 Use the input value as a starting value with which to
// initialize the storage we've just created:

stdout. new n();
for( nov( O, ebx ); ebx < 10; inc( ebx )) do

nov( eax, [esi+ebx*4] );
inc( eax );

endf or;
/1 Ckay, display these values fromthe allocated storage:
for( nov( 0, ebx ); ebx < 10; inc( ebx )) do

nov( [esi+ebx*4], eax );
st dout . put
(

“Val ue[ “,

(type uns32 ebx),
u] = n,

(type int32 eax),
nl

)
endf or;

/1 Free up the storage allocated above.

stdout.put( nl, “Freeing storage:”, nl );
free( esi );

end DynAl | oc;

Program 8.5  MALLOC and FREE Exercise

Modify this program to read and display 20 characters rather than g@rsteDescribe the necessary
changes in your lab report and include aycopthe n& program with your lab report.

8.4  Chapter Three Laboratory Exercises
This laboratory uses seral Windows programs to manipulate truth tables and logigressions, opti

mize logic equations, and simulate logic equatidiese programs will help you understand the relation
ship between logic equations and truth tables as welliasaguller understanding of logic systems.
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The WLOGIC.EXEprogram simulates logic circuitrfy’VLOGIC stores seeral logic equations that
describe an electronic circuit and then it simulates that circuit using “switches” as inputs and “LEDs” as out
puts.

8.4.1 Truth Tables and Logic Equations Exercises

In this laboratory xercise you will create seral diferent truth tables of toy three, and fourariables.
The TRUTHTBL.EXE program (found in th&¥olume2\Ch08 subdirectory) will automatically eent the
truth tables you input into logic equations in the sum of minterms canonical form.

TheTRUTHTBL.EXE program praides three bttons that let you choose adwariable, threeariable,
or four variable truth table. Pressing one of thesidms rearranges the truth table in an appropréeteidn.
By default, theTRUTHTBL program assumes youawt to work with a four ariable truth tableTry press
ing theTwo Variables ThreeVariables,and Four Variables buttons and obseevthe results. Describe what
happens in your lab report.

To change the truth table entries, all you need do is click on the square associated with the truth table
value you vant to change. Clicking on one of these dmxoggles (iverts) that wlue in that square.oF
example, try clicking on the DCBsquare seeral times and obsesthe results.

Note that as you click on dérent truth table entries, tilRUTHTBL program automatically recom
putes the sum of minterms canonical logic equation and displays it at the bottom of the. Wihdbequa
tion does the program display if you set all squares in the truth table td zero?

Set up theTRUTHTBL program to verk with four \ariables. Set the DGBsquare to one. No press
the Two Variablesbutton. Press thBour Variablesbutton and seall the squares to one. Ngress thdwo
Variables button agin. Finally press theour Variables button and ramine the resultdVhat does the
TRUTHTBL program do when you switch betweenfeliént sized truth tables? Feel free to try additional
experiments to grify your hypothesis. Describe your results in your lab report.

Switch to tw variable mode. Input the truth tables for the logkidD, OR, XOR, and WND truth
tablesVerify the correctness of the resulting logic equati@viste up the results in your lab report. Note: if
there is a printer attached to your compugeu can print each truth table you create by pressing the Print
button in the windwr. This males it \ery easy to include the truth table and corresponding logic equation in
your lab reportFor additional credit: input the truth tables for all 16 functions ofatwariables. In your lab
report, present the results for these 16 functions.

Design seeral two, three, and fourariable truth tables by hand. Manually determine their logic-equa
tions in sum of minterms canonical form. Input the truth tables enfy the correctness of your logic equa
tions. Include your hand designed truth tables and logic equations as well as the machine peosiocsd v
in your lab report.

Consider the follwing layout for a seen-sgment display:

F| |G
|| |J

Here are the segments to light for the binary values DCBA = 0000..1001:

E
H
K

1. Note: On initial entry to the program, TRUTHTBL does not display a logic equation. Therefore, you will need to set at
least one square to one and then back to zero to see this equation.
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D'CB'A’+ D'CBA’+ D’C'BA + D'CB'A + D'CBA’ + D'CBA + DCB'A’ + DCB'A
D'CBA+DCBA +D'CBA+DCBA’+ DCB'A’ + DCB'A

D'CBA’ + D'CBA+D'CBA"+ D'CBA + D'CB'A’ + D'CBA + DCB'A’ + DCB'A
D'CBA’+D'CBA+D'CB'A’+ D'CB'A + D'CBA’ + DCB'A” + DCB'A

D'CBA’+D'CBA’ + D’CBA’ + DCBA’

DCBA +D'CBA+DCBA+DCBA + D'CB'A+D'CBA’ + D’'CBA + DCB'A’ + DCB'A
D'CB'A’+ D'CBA’+ D’C'BA + D'CB'A + D'CBA’ + DCB'A’

ACTIOTM

Corvert each of these logic equations to a truth table by setting all entries in the table to zero and then
clicking on each square corresponding to each minterm in the equé&tiifiy. by observing the equation
that TRUTHTBL produces that youé successfully carerted each equation to a truth table. Describe the
results and pnade the truth tables in your lab report.

For Additional Credit: Modify the equations alve to include the follwing hexadecimal characters.
Determine the ne truth tables and use tA&RUTHTBL program to erify that your truth tables and logic
equations are correct.

L dEF

8.4.2

Canonical Logic Equations Exercises

In this laboratory you will enter geral diferent logic equations and compute their canonical forms as
well as generate their truth table. In a sense, ®@cese is the opposite of the pi@us ercise where you
generated a canonical logic equation from a truth table.

This eercise uses the CANON.EXE program found in\foeume2\Ch08 subdirectarRun this pre
gram fromWindows by double clicking on its icorthis program displays axebox, a truth table, and\se
eral huttons. Unlile theTRUTHTBL.EXE program from the puéous eercise, you cannot modify the truth
table in the CANON.EXE program; it is a display-only table. In this program you will enter logic equations
in the tet entry box and then press the “Computattbn to see the resulting truth tabléis program also
produces the sum of minterms canonical form for the logic equation you enter (hence this prognae).

Valid logic equations takthe follaving form:
. A termis either a variable (A, B, C, or D) or a logic expression surrounded by parentheses.

. A factoris either a term, or a factor followed by the prime symbol (an apostrophe, i.e., “”). The
prime symbol logically negates the factor immediately preceding it.

. A productis either a factor, or a factor concatenated with a product. The concatenation derotes log
ical AND operation.

. An expression is either a product or a product followed by a “+” (denoting logical OR) and fol
lowed by another expression.

Note that logical OR has the lowest precedence, logical AND has an intermediate precedence, and logi-
cal NOT has the highest precedence of these three operators. You can use parentheses to override operatol
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precedencelhe logical NO operatoy since its precedence is so high, applies only tariabe or a paren
thesized rpressionThe folloving are all @amples of lgal expressions:

AB C + D(B +C)

AB(G+D)’ + A B (C+D)

ABCD + ABOD + A(B+Q

(A+B)’ + A B

For this set of xercises, you should createveml logic e&pression and feed them through

CANON.EXE. Include the truth tables and canonical logic forms in your lab répswtverify that the the
orems appearing in this chapt&eg “Booleamgebra” on pag®03) are \alid by entering each side of the
theorem and erifying that thg both produce the same truth table (e.g., (A} + B’). For additional
credit, create seral compl& logic equations and generate their truth tables and canonical forms by hand.
Then input them into the CANON.EXE program &rify your work.

8.4.3

Optimization Exercises

In this set of laboratoryxercises, the OPTIMZBEXE program (found in theolume2\Ch08 subdirec
tory) will guide you through the steps of logic function optimizatithe OPTIMZPEXE program uses the
Karnaugh Map technique to produce an equation with the minimal number of terms.

Run the OPTIMZHREXE program by clicking on its icon or running the OPTIMZKE program using
the program managsrFile>Run menu optioiThis program lets you enter an arbitrary logic equation using
the same syntax as the CANON.EXE program in theigus ecercise.

After entering an equation press the “Optimizetton in the OPTIMZEXE windaw. This will con
struct the truth table, canonical equation, and an optimized form of the logic equation yo@ecg¢eyou
have optimized the equation, OPTIMAXE enables the “Stepution. Pressing thisutton walks you
through the optimization process step-by-step.

For this eercise you should enter thevea equations for the wen-sgment display Generate and
record the optimizeersions of these equations for your lab report and tkiese¢ of gercises. Single step
through each of the equations to makure you understand mcOPTIMZRPEXE produces the optimal
expressions.

For additional credit: OPTIMZREXE generates a single optimabpeession for angiven logic fune
tion. Other optimal functions maxist. Using the Karnaugh mapping technique, see if you can determine if
other equvalent, optimal gpressions ast. Feed the optimal equations OPTIMERE produces and your
optimal epressions into the CANON.EXE program terify that their canonical forms are identical (and,
hence, the functions are egaient).

8.4.4

Logic Evaluation Exercises

In this set of laboratoryxercises you will use the LOGIC.EXE program to enéelit, initialize, and
evaluation logic gpressionsThis program lets you enter up to 22 distinct logic equatiomdvimg as man
as 26 wariables plus a clockalue. LOGIC.EXE praides four input ariables and 11 outpugkiables (four
simulated LEDs and a simulated/se-sgment display).

Execute the LOGIC.EXE program by double-clicking on its ichms program consists of three main
parts: an equation editan initialization screen, and axeeution module. LOGIC.EXE uses a setaiibed
notebook s@ensto switch between these three modules. By clicking orCteate Initialize, andExecute
tabs at the top of the screen with your mouse, you can select thecapecitile you ant to useTypically,
you would first create a set of equations on @reatepage and therxecute those functions on tE&ecute
page. Optionallyyou can initialize aynecessary logicariables (D-Z) on thénitialize page At any time
you can easily switch between modules by pressing on the appropriate notebbokeemple, you could
create a set of equationgeeute them, and then go back and modify the equations (e.g., to coyreutan
takes) by pressing on tl@reatetah
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The Create page lets you add, edit, and delete logic equations. Logic equations may arsaebies v
A-Z plus the “#” symbol (“#” denotes the clocK)he equations use a syntax thateésysimilar to the logic
expressions yowe used in prdous ercises in this chaptelin fact, there are only tvmajor diferences
between the functions LOGIC.EXE alMs and the functions that the other programswallBirst,
LOGIC.EXE lets you use theaviablesA-Z and “#” (the other programs only let you enter functions of four
variables using\-D). The second di¢érence is that LOGIC.EXE functions mustdake form:

variable = expression

wherevariableis a single alphabetic character Efmdexpression's a logic expression using the variables

A-Z and #. An expression may use a maximum of four different variables (A-Z) plus the clock value (#).
During the expression evaluation, the LOGIC.EXE program will evaluate the expression and store the result
into the specified destination variable.

If you enter more than four variables, LOGIC.EXE will complain about your expression. LOGIC.EXE can
only evaluation expressions that contain a maximum of four alphabetic characters (not counting the variable
to the left of the equals sign). Note that the destination variable may appear within the expression; the fol
lowing is perfectly legal:

F = FA+FB

This expression would use thairrentvalue of F, along with the current values of A and B to compute the
new value for F.

Unlike a programming language like “C++”, LOGIC.EXE does not evaluate this expression only once
and store the result into E.will evaluate the pression seeral times until the value for F stabilizeBhat
is, it will evaluate the xpression seeral times until thewvaluation produces the same result twice inva ro
Certain epressions will produce anfinite loopsince thg will never produce the samealue twice in a ra.
For example, the follaving function is unstable:

F=F
Note that instabilities can cross function boundaries. Consider theifedipair of equations:

F=G
G=F

LOGIC.EXE will attempt to gecute this set of equations until the values for the variables stop changing.
However, the system above will produce an infinite loop.

Sometimes a system of logic equations will only produce an infinite loop given certain data values. For
example, consider the following of logic equation:

F=G +GF (F=Gxor F)

If G’s value is one, this system is unstable. If G’s value is zero, this equation is stable. Unstable equations
like this one are somewhat harder to discover.

LOGIC.EXE will detect and warn you about logic system instabilities when you attempt to execute the
logic functions. Unfortunately, it will not pinpoint the problem for you; it will simply tell you that the prob-
lem exists and expect you to fix it.

The A-D, E-K, and W-Z variables are special. A-D are read-only input variables. E-K correspond to the
seven segments of a simulated seven-segment display Brebetepage:

F| |G
|| |;

2.A-D are read-only values that you read from a set of switches. Therefore, you cannot store a value into these variables.

E
H
K
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W-Z correspond to four output LEDs on tBgecutepage. If the variables E-K or W-Z contain a one, then
the corresponding LED (or segment) turns red (on). If the variable contains zero, the corresponding LED is
off.

The Createpage contains three importantttons:Add, Edit andDelete When you press th&édd but-
ton LOGIC.EXE opens a dialog box that lets you enter an equdiipa.your equation (or edit the dedft
equation) and press tl@kay button. If there is a problem with the equation you ert@GIC.EXE will
report the error and makyou fk the problem, otherwise, LOGIC.EXE will attempt to add this equation to
the system you araidding. If a function alreadyxésts that has the same destinatianable as the equation
you've just added, LOGIC.EXE will ask you if you reallyamt to replace that function before proceeding
with the replacement. Once LOGIC.EXE adds your equation to its list, it also displays the truth table for that
equationYou can add up to 22 equations to the system (since there are 22 possible destirabitesy
E-Z). LOGIC.EXE displays those functions in the list box on the right hand side of themvindo

Once yowe entered tw or more logic functions, you can wiehe truth table for a gén logic function
by simply clicking on that function with the mouse in the function list box.

If you male a mistak in a logic function you can delete that function by selecting with the mouse and
pressing the&leletebutton, or you can edit it by selecting it with the mouse and pressirgliti®itton.You
can also edit a function by double-clicking on the function in ipeession list.

Thelnitialize page displays b@s for each of the 26 possiblariables. It lets you vie the current &l-
ues for these 26aviables and change thelves of the E-Z ariables (remembgA-D are read-only)As a
general rule, you will not need to initializeyaof the \ariables, so you can skip this page if you tloped to
initialize ary variables.

The Executepage contains\e khuttons of importanceA-D andPulse. TheA-D toggle switches let you
set the input &lues for thé\-D variablesThe Pulseswitch toggles the clockalue from zero to one and then
back to zero,®luating the system of logic functions while the clock is in each state.

In addition to the inpututtons, there are geral outputs on thExecutepage. First, of course, are the
four LEDs (W X, Y, and Z) as well as thexan-sgment display (outputariables E-K as noted a®). In
addition to the LEDs, there is &mstability annunciator that turns red if LOGIC.EXE detects an instability in
the systemThere is also a small panel that displays the curi@noes of all the systenaxiables at the bet
tom of the windav.

To execute the system of equations simply change one of the ialugsW(A-D) or press tHeulsebut-
ton. LOGIC.EXE will automatically raaluate the system of equations whesé\-D or # changes.

To familiarize yourself with the LOGIC.EXE program, enter the felftg equations into the equation
editor:

A and B
Aor B
A xor B
not A

N<X<
I
W +
+ @

J>_)>_J>5

After entering these equations, go to tkeceite page and enter the four values 00, 01, 10, and 11 for BA.
Note the values for W, X, Y, and Z for your lab report.

The LOGIC.EXE program simulates a seven segment display. Variables E-K light the individual seg-
ments as follows:

| G
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Here are the ggnents to light for the binary values DCBA = 0000 - 1001:

124
alaln

Enter the seven equations for these segments into LOGIC.EXE and try out each of the patterns (0000
through 1111)Hint: use the optimized equations you developed ea@tional, for additional credit:

enter the equations for the 16 hexadecimal values and cycle through those 16 values. Include the results in
your lab manual.

A simple sequential circuit. For this exercise you will enter the logic equations for a simple set / reset
flip-flop. The circuit diagram is

A_

Y (=X’

A Set/Reset Flip-Flop

Since there are two outputs, this circuit has two corresponding logic equations. They are

X = (AY)’
Y = (BX)’
These tw equations form aequential cicuit since thg both use ariables that are function outputs. In
particularY uses the prgous \alue for X and X uses the pieus \alue foryY when computing ne values
for X andY.

Enter these ter equations into LOGIC.EXE. Set tiheand B inputs to one (the normal guiescent
state) and run the logic simulatiofry setting theA switch to zero and determine what happens. Press the
Pulsebutton seeral times withA still at zero to see what happemben switchA back to one and repeat this
process. Nw try this experiment agin, this time setting B to zero. Finallyy settingbothA and B to zero
and then press tHeulsekey sereral times while the are zeroThen sefA back to oneTry setting both to
zero and then set B back to oRer your lab report: provide diagrams for the switch settings and resultant
LED values for each time you toggle one of thigtdns.

A true D fip-flop only latches the data on the D input during a clock transition frartoldigh. In this
exercise you will simulate a Difii-flop. The circuit diagram for a true Digtflop is
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A True D flip-flop
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Enter this set of equations and then test yauxflibp by entering dferent \alues on the D input switch
and pressing the clock pulsetton. Explain your results in your lab report.

In this exercise you will lild a three-bit shift igister using the logic equations for a trueip-flop. To
construct a shift gaster you connect the outputs from eadp-flop to the input of the meé flip-flop. The
data input line prades the input to ther8t flip-flop, the last output line is the “carry out” of the circuit.
Using a simple rectangle to represeniffiop and ignoring the @utput (since we dohuse it), the sche
matic for a fowbit shift register looks something léthe follaving:

Clk (#)

Data Inj

s—T0O

D
(I? Q
I

X Y

A Three-bit Shift Register Built from D Flip-flops

In the preious eercise you used six boolearpeessions to defe the D fip-flop. Therefore, we will
need a total of 18 boolearpressions to implement a three-hbipilop. These gpressions are

Flip-Flop #1:
W
F

(R
(19’
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G=(FH)’
H= (G#H)’
I = (D’
R= (HW’
Flip-Flop #2:
X = (KS)’
J = (M)’
K= (J#)’
L = (k#M)’
M= (W)’
S = (LX)’
Fl i p-Fl op #3:
Y = (0n’
N=(Q’
O=(Ny)’
P=(#Q’
Q= (Xp)’
T = (PY)’

Enter these equations into LOGIC.EXE. Initialize X, andY to zero. Set D to one and press fhdse
button once to shift a one inW. Now set D to zero and press the pulaédn s&eral times to shift that sin
gle bit through each of the output biar your lab report: try shifting seeral bit patterns through the shift
register Describe the step-by-step operation in your lab report.

For additional credit: Describe hw to create aecirculating shift egister One whose output from bit
four feeds back into bit zer@/hat would be the logic equations for such a shiffiseer? Hav could you ini
tialize it (since you cannot use the D input) when using LOGIC.EXE?

Post-lab, for additional credit: Design a tw-bit full adder that computes the sum & Bnd DC and
stores the binary result to téXY LEDs. Include the equations and sample results in your lab report.

8.5

Laboratory Exercises for Chapters Four, Five, Six, and Seven

In this laboratory you will use the “SIMY86.EXE” program found in Yw@ume\Ch08 subdirectory
This program contains aulit-in assembler (compiler), degger and interrupter for th€86 hypothetical
CPUs.You will learn hev to write basi¢r86 assembly language programs, assemble (compile) them, mod
ify the contents of memoyand &ecute youly86 programsYou will also eperiment with memory-mapped
I/0, 1/0-mapped input/output, DMA, and polled as well as interruptdrl/O systems.

8.5.1

The SIMY86 Program — Some Simple Y86 Programs

To run the SIMY86 program double click on its icon or enter the pathname for SIMY86 at a command
line prompt.The SIMY86 program consists of three main screen that you can select by clicking=afi the
tor, Memory or Emulatornotebook tabs in the windo By defwult, SIMY86 opens the Editor screen. From
the Editor screen you can edit and asseMBi programs; from Memory screen you canwind modify
the contents of memory; from the Emulator screen yaeweY86 programs and we Y86 programs in
memory

The SIMY86 program contains tamenu items: File and Edithese are standaWlindows menus so
there is little need to describe their operatincept for two points. First, the N@ Open, See, and See As
items under thel& menu manipulate the data in thetteditor box on the Editor screen, yhado not aflect
arything on the other screens. Second, the Print menu item in the File menu prints the source code appearing
in the text editor if the Editor screen is aa it prints the entire form if the Memory or Emulator screens are
active.

To see hw the SIMY86 program operates, switch to the Editor screen (if you are not already there).
Select “Open” from the File menu and choose “EX1.Y86” from\tbleime2\Ch08 subdirectaryhat fie
should look lile the follaving:
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nov( [1000], ax );
nov( [1002], bx );
add( bx, ax );
sub( 1, ax );
mov( ax, bx );
add( ax, bx );
add( bx, ax );
hal t;

This short code sequence adds the values at location 1000 and 1002, subtracts one from their sum, and
multiplies the result by three ((ax + ax) + ax) = ax*3), leaving the result in AX and then it halts.

On the Editor screen you will see three objects: the editor window itself, a box that holds the “Starting
Address,” and an “Assemble” button. The “Starting Address” box holds a hexadecimal number that specifies
where the assembler will store the machine code for the Y86 program you write with the editor. By default,
this address is zero. About the only time you should change this is when writing interrupt service routines
since the default reset address is zero. The “Assemble” button directs the SIMY86 program to convert your
assembly language source code into Y86 machine code and store the result beginning at the Starting Address
in memory. Go ahead and press the “Assemble” button at this time to assemble this program to memaory.

Now press the “Memory” tab to select the memory screen. On this screen you will see a set of 64 boxes
arranged as eight rows of eight boxes. To the left of these eight rows you will see a set of eight (hexadecimal)
memory addresses (by default, these are 0000, 0008, 0010, 0018, 0020, 0028, 0030, and 0038). This tells
you that the first eight boxes at the top of the screen correspond to memory locations 0, 1, 2, 3, 4, 5, 6, and 7,
the second row of eight boxes correspond to locations 8, 9, A, B, C, D, E, and F; and so on. At this point you
should be able to see the machine codes for the program you just assembled in memory locations 0000
through 000D. The rest of memory will contain zeros.

The memory screen lets you look at and possibly modify 64 bytes of the total 64K memaory provided for
the Y86 processors. If you want to look at some memory locations other than 0000 through 003F, all you
need do is edit the first address (the one that currently contains zero). At this time you should change the
starting address of the memory display to 1000 so you can modify the values at addresses 1000 and 1002
(remember, the program adds these two values together). Type the following values into the corresponding
cells: at address 1000 enter the value 34, at location 1001 the value 12, at location 1002 the value 01, and at
location 1003 the value 02. Note that if you type an illegal hexadecimal value, the system will turn that cell
red and beep at you.

By typing an address in the memory display starting address cell, you can look at or modify locations
almost anywhere in memory. Note that if you enter a hexadecimal address that is not an even multiple of
eight, the SIMY86 program disable up to seven cells on the first row. For example, if you enter the starting
address 1002, SIMY86 will disable the first two cells since they correspond to addresses 1000 and 1001. The
first active cell is 1002. Note the SIMY86 reserves memory locations FFFO through FFFF for mem-
ory-mapped I/O. Therefore, it will not allow you to edit these locations. Addresses FFFO through FFF7 cor-
respond to read-only input ports (and you will be able to see the input values even though SIMY86 disables
these cells). Locations FFF8 through FFFF are write-only output ports, SIMY86 displays garbage values if
you look at these locations.

On the Memory page along with the memory value display/edit cells, there are two other entry cells and
a button. The “Clear Memory” button clears memory by writing zeros throughout. Since your program’s
object code and initial values are currently in memory, you should not press this button. If you do, you will
need to reassemble your code and reenter the values for locations 1000 through 1003.

The other two items on the Memory screen let you set the interrupt vector address and the reset vector
address. By default, the reset vector address contains zero. This means that the SIMY86 begins program exe-
cution at address zero whenever you reset the emulator. Since your program is currently sitting at location
zero in memory, you should not change the default reset address.

The “Interrupt Vector” value is FFFF by default. FFFF is a special value that tells SIMY86 “there is no
interrupt service routine present in the system, so ignore all interrupts.” Any other value must be the address
of an ISR that SIMY86 will call whenever an interrupt occurs. Since the program you assembled does not
have an interrupt service routine, you should leave the interrupt vector cell containing the value FFFF.
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Finally, press the “Emulator” tab to look at the emulator scrébis screen is muchulier than the
other two. In the upper left hand corner of the screen is a data entry box with the Idies$ IBox holds the
current \alue of ther86 instruction pointerregister Whenerer SIMY86 runs a program, it gims execution
with the instruction at this addre¥8heneer you press the resaitton (or enter SIMY86 for therfit time),
the IP rgister contains thealue found in the resetutor If this register does not contain zero at this point,
press the reseutton on the Emulator screen to reset the system.

Immediately belw the IP alue, the Emulator pagisassemblethe instruction found at the address in
the IP rgister This is the ery net instruction that SIMY86 will kecute when you press the “Run” or
“Step” huttons. Note that SIMY86 does not obtain this instruction from the source codemwondbe Edi
tor screen. Instead, it decodes the opcode in memory (at the address found in IP) and generates this string
itself. Therefore, there may be minor féifences between the instruction you wrote and the instruction
SIMY86 displays on this pag8lote that a disassembled instruction contaimersé numeric glues in front
of the actual instructiormhe fist (fourdigit) value is the memory address of that instructidre net pair
of digits (or the net three pairs of digits) are the opcodes and possible instruction opefaed.\WBr exam-
ple, the “ma@/( [1000], ax );” instructiors machine code is C6 00 10 since these are the three sets of digits
appearing at this point.

Below the current disassembled instruction, SIMY86 displays 15 instructions it disassérhblstart
ing address for this disassemblynist the \alue in the IP mgister Instead, thealue in the laver right hand
corner of the screen speesithe starting disassembly addrd@$e two little arrovs net to the disassembly
starting address let you quickly increment or decrement the disassembly starting #dassng the
starting address is zero (change it to zero if it is not), press e aoav. Note that this increments the
starting address by one. Wdook back at the disassembled listiAg.you can see, pressing thenthoarrav
has produced an interesting restle frst instruction (at address 0001) is “****The four asterisks indi
cate that this particular opcode is angdkinstruction opcodelhe second instruction, at address 0002, is
“not( ax );”. Since the program you assembled did not contain galilcode or a “not( ax );” instruction,
you may be wndering where these instructions came fromwéler, note the starting address of thatfi
instruction: 0001This is the second byte of thestiinstruction in your program. ladt, the illgal instrue
tion (opcode=00) and the “not( ax );” instruction (opcode=10) are actually a disassembly of the
“mov( [1000],ax);” instruction’s two-byte operandThis should clearly demonstrate a problem with disas
sembly — it is possible to get “out of phase” by specify a starting address that is in the middle of a multi-byte
instruction.You will need to consider this when disassembling code.

In the middle of the Emulator screen there aveiss huttons: Run, Step, Halt, Interrupt, and Reset (the
“Running” box is an annunciatonot a lntton). Pressing the Rumutbon will cause the SIMY86 program to
run the program (starting at the address in thedRtex) at “full” speed. Pressing the Stayitbn instructs
SIMY86 to eecute only the instruction that IP points at and then Stog Halt lutton, which is only acte
while a program is running, will stopxecution. Pressing the Interrupiitton generates an interrupt and
pressing the Resetition resets the system (and hakscaeition if a program is currently running). Note that
pressing the Reseution clears th&¥86 registers to zero and loads tiperegister with the alue in the reset
vector

The “Running” annunciator is gray if SIMY86 is not currently running a program. It turns red when a
program is actually runninyou can use this annunciator as an easy o tell if a program is running if the
program is hisy computing something (or is in an mfé loop) and there is no I/O to indicate program e
cution.

The boxes with theAX, BX, CX, and DX labels let you modify thealues of these gisters while a pro
gram is not running (the entry cells are not enabled while a program is actually rumhiegg.cells also
display the currentalues of the mgisters wheneer a program stops or between instructions when you are
stepping through a program. Note that while a program is runninglhesvin these cells are static and do
not refect their currentalues.

The “Less” and “Equal” check bes denote thealues of the less than and equay. TheY86 CMP
instruction sets theseafis depending on the result of the compari¥on.can viev these alues while the
program is not running/ou can also initialize them to true @ide by clicking on the appropriate box with
the mouse (while the program is not running).
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In the middle section of the Emulator screen there are four “LEDs” and four “toggle sWitshege
each of these objects is axadecimal address denoting their memory-mapped 1/0 addrééstsg a zero
to a corresponding LED address turns that LED' ‘{ofirns it white).Writing a one to a corresponding LED
address turns that LED “on” (turns it red). Note that the LEDs only respond to bit zero of their port
addressedhese output deces ignore all other bits in thelae written to these addresses.

The toggle switches pviade four memory-mapped input\dees. If you read the address abaach
switch SIMY86 will return a zero if the switch isfoS5IMY86 will return a one if the switch is in the on
position.You can toggle a switch by clicking on it with the mouse. Note that a little rectangle representing
the switch turns red if the switch is in the “on” position.

The two columns on the right side of the Emulate screen (“Input” and “Output”) display iajugsv
read with the GET instruction and outpalwes the PUT instruction prints.

For this frst exercise, you will use the Stepititon to single step through each of the instructions in the
EX1.Y86 program. First, lggn by pressing the Resaitor?. Next, press the Steputton once. Note that the
values in the IP andX registers changeélhe IP rgister \alue changes to 0003 since that is the address of
the neat instruction in memoryAX'S value changed to 1234 since tkatie alue you placed at location
1000 when operating on the Memory screen. Single step through the remaining instructions (by repeatedly
pressing Step) until you get the “Halt Encountered” dialog box.

For your lab report: explain the results obtained after theeution of each instruction. Note that-sin
gle-stepping through a program as ya@udone here is arxeellent way to ensure that you fully understand
how the program operateAs a general rule, you shouldnalys single-step throughvery program you
write when testing it.

8.5.2

Simple I/O-Mapped Input/Output Operations

Go to the Editor screen and load the EX2.Y86 ifito the editarThis program introduces somewe
concepts, so taka moment to study this code:

nov( 1000, bx );
a: get;

nmov( ax, [bx] );

add( 2, bx );

cnp( ax, 0);

jne a;

nmov( bx, cx );
nov( 1000, bx )
mov( 0, ax );

b: add( [bx], ax );
add( 2, bx );
cnp( bx, c¢cx );
jb b;

put;
hal t;

The first thing to note are the twstrings “a:” and “b:” appearing in column one of the listilge
SIMY86 assembler lets you specify up to 26 stateradetisby specifying a single alphabetic character fol
lowed by a colon. Labels are generally the operand of a jump instruction of sormé@e@tore, the “jne a;”
instruction abwe really says “jump if not equal to the statementgmed with the ‘a:fabel” rather than say
ing “jump if not equal to location ten (OAh) in memory

Using labels is much more ogmnient than §uring out the address of adat instruction manually
especially if the tayet instruction appears later in the coflee SIMY86 assembler computes the address of
these labels and substitutes the correct address for the operands of the jump instructions. Noteatihat you

3. Itis a good idea to get in the habit of pressing the Reset button before running or stepping through any program.
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specify a numeric address in the operasttifof a jump instruction. Heever, all numeric addresses must
begin with a decimal digit feen though thgare haadecimal @lues). If your taget address auld normally
bagin with a \alue in the rangA through F simply prepend a zero to the number example, if “jne a;”
was supposed to mean “jump if not equal to location OAh” youlavwwrite the instruction as “jne 0a;”.

This program contains toops. In the fit loop, the program reads a sequencebfes from the user
until the user enters thalue zeroThis loop stores eachord into succesge memory locations starting at
address 1000h. Remempeach word read by the user requiresotlvytes; this is win the loop adds twto
bx on each iteration.

The second loop in this program scans through the irgdués and computes their suivi.the end of
the loop, the code prints the sum to the output windsing the PUT instruction.

For your lab report: single-step through this program and describe &ach instruction wrks. Reset
theY86 and run this program at full speed. Enteresal \alues and describe the result. Discuss the GET and
PUT instructions. Describe withey do the equialent of 1/O-mapped input/output operations rather than
memory-mapped input/output operations.

8.5.3

Memory Mapped I/O

From the Editor screen, load the EX3.Y86 progrdm Tihat program tads the folleving form (the
comments were added here to make operation of this program clearer):

a: mov( [fffO], ax );
mov( [fff2], bx );

nov( ax, C€X ); /1 Conpute SwO and Swl
and( bx, cx );
mov( cx, [fff8] );

nov( ax, CX ) ; /1 Conputes Sn0 CR Swl
or( bx, cx);
mov( cx, [fffa] );

nov( ax, cx ); /1 Conputes Sw0 xor Swl
nov( bx, dx ); /Il XCR=AB + AB
not( cx );

not( dx );

and( bx, cx );
and( ax, dx );
or( dx, cx);
nov( cx, [fffc] );

not( cx ); /1 Conputes SwO0 = Swl
nmov( cx, [fffe] ); // Note: equals is not xor

nov( [fff4], ax ); // Read the third switch.

cnp( ax, 0); /1 See if it’s on.
je a; /!l Repeat this programwhile it’s on.
hal t;

Locations $FFFO, $FFF2, and $FFF4 correspond to thietliree toggle switches on thee€ution
pageThese are memory-mapped I/Orides that put a zero or one into the corresponding memory locations
depending upon whether the toggle switch is in the onfastate. Locations $FFF8, $FAF$SFFFC, and
$FFFE correspond to the four LEDEriting a zero to these locations turns the corresponding LEBvof-
ing a one turns it on.

This program computes the logidaND, OR, XOR, and XNOR (not XOR) functions for thalwes
read from the fst two toggle switchesThis program displays the results of these functions on the four out
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put LEDs.This program reads th@le of the third toggle switch to determine when to guiten the third
toggle switch is in the on position, the program will stop.

For your lab report: run this program andycle through the four possible combinations of on amd of
for the frst two switches. Include the results in your lab report.

8.5.4

DMA Exercises

In this eercise you will start a program running (EX4.Y86) thedraines and operates oalwes found
in memory Then you will switch to the Memory screen and modi&ues in memory (that is, you will
directly access memory while the program continues to run), thus simulating a periphieeatits uses
DMA.

The EX4.Y86 program lggns by setting memory location $1000 to zdreen it loops until one of tav
conditions is met — either the user toggles the FFFO switch or the user changdselie memory location
$1000.Toggling the FFFO switch terminates the program. Changingahe vin memory location $1000
transfers control to a section of the program that adds togettwnds, wheren is the nev value in memory
location $1000The program sums theonds appearing in contiguous memory locations starting at address
$1002.The actual program looks &kthe follaving:

d: nmov( 0, cx ); /1 Qear |location $1000 before we begin testing it.
mov( cx, [1000] );

/1 The follow ng |l oop checks to see if nenory |ocation $1000 changes or if
/1 the FFFO switch is in the on position.

a nov( [1000], cx ); /] Check to see if |ocation $1000
cnp( cx, 0); /1 Changes. Junp to the section that
jne c¢; /1 suns the values if it does.
mov( [fffO], ax ); /1 1f location $1000 still contains zero,
cnp( ax, 0); /1l read the FFFO switch and see if it is
je & /1l of. If so, loop back. |If the switch
hal t; /1l is on, quit the program

/1 The follow ng code suns up the “cx” contiguous words of nenory starting at
/1 menory |ocation $1002. After it suns up these values, it prints their sum

c: nov( 1002, bx ); /1 Initialize BXto point at data array.
nov( 0, ax ); /1l Initialize the sum

b: add( [bx], ax ); /1 Sumin the next array val ue.
add( 2, bx ); /1 Point BX at the next itemin the array.
sub( 1, cx ); /! Decrenent the el enent count.
cnp( cx, 0); /] Test to see if we’ve added up all the
jne b; /1l values in the array.
put; // Print the sumand start over.
jnp d;

Load this program into SIMY86 and assemble it. Switch to the Emulate screen, press thetReset b
malke sure the FFFO switch is in the pbsition, and then run the program. Once the program is running
switch to the memory screen by pressing the MemoryGalknge the starting display address to $1000.
Change the alue at location $1000 to 5. Switch back to the emulator schssnming memory locations
$1002 through $100B all contain zero, the program should display a zero in the output column.

Switch back to the memory pagihat does location $1000waontain? Change the L.O. bytes of the
words at address $1002, $1004, and $1006 to 1, 2, and 3, nesgeCtiange thealue in location $1000 to
three. Switch to the Emulator page. Describe the output in your lab répogntering other alues into
memory Toggle the FFFO switch when yowamt to quit running this program.
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For your lab report: explain hav this program uses DMA to prime program input. Run geral tests
with different \alues in location $1000 and fdifent \alues in the data array starting at location $1002.
Include the results in your report.

For additional credit: Store the alue $12 into memory location $1000. Explainywthe program
printstwo values instead of just onalue.

8.5.5

Interrupt Driven I/O Exercises

In this exercise you will loadwo programs into memory: a main program and an interrupt serviee rou
tine. This eercise demonstrates the use of interrupts and an interrupt service routine.

The main program (EX5a.Y86) will constantly compare memory locations $1000 and $1002atkthe
not equal, the main program will print thalwe of location $1000 and then gdpis \alue to location $1002
and repeat this procesehe main program repeats this loop until the user toggles switch FFFO to the on
position.The code for the main program is the faling:

a: nov( [1000], ax ); /] Fetch the data at |ocation $1000 and
cnp( ax, [1002] ); /1l see if it is the sane as location
je b; /1 $1002. If so, check the FFFO switch.
put; /1 If the two values are different, print
mov( ax, [1002] ); /1 $1000' s val ue and nmake themthe sane.
b: mov( [fff0O], ax ); /] Test the FFFO switch to see if we
cnp( ax, 0); /1 should quit this program
je a
hal t;

The interrupt service routine (EX5t86) sits at location $100 in memoiheneer an interrupt
occurs, this ISR simply increments thedue at location $1000 by loading thslwe intoAX, adding one to
the \alue inAX, and then storing thisalue back to location $100After these instructions, the ISR returns
to the main progranT.he interrupt service routine contains the failog code:

nmov( ax, [1004] ); /1 The ISR nust preserve any register it uses!
nov( [1000], ax ); /'l Increment the value at |ocation $1000 by one
add( 1, ax ); // and return to the interrupted code.

nov( ax, [1000] );

nov( [1004], ax ); // Restore AX s original val ue.

iret; // Return fromthe interrupt.

You must load and assemble botésibefore attempting to run the main prograngiBéy loading the
main program (EX5a.Y86) into memory and assemble it at addres§ heroload the ISR (EX5%86) into
memory set the Startingddress to 100, and then assemble your cdening: if you foget to diange the
starting addess you will wipe out your mainggram when you assemble the ISR. If this happens, you will
need to epeat this prcedue from the bginning

After assembling the code, thexhstep is to set the interruptstor so that it contains the address of the
ISR. To do this, switch to the Memory scredie interrupt ector cell should currently contain $FFFF (this
value indicates that interrupts are disabled). Change this to $100 so that it contains the address of the inter
rupt service routinelhis also enables the interrupt system.

Finally, switch to the Emulator screen, neadure the FFFO toggle switch is in thepafsition, reset the
program, and start it running. Normalhothing will happen. Ne press the interruptitton and obsees/the
results.

For your lab report: describe the output of the program whesreyou press the interruputbon.
Explain all the steps youauld need to folle to place the interrupt service routine at address $2000 rather
than $100.

For additional credit: write your avn interrupt service routine that does something simple. Run the
main program and press the interrupttbn to test your cod®erify that your ISR warks properly
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8.5.6 Machine Language Programming & Instruction Encoding Exercises

To this point you hee been creating machine language programs with SIMM8@t-in assembleAn
assembler is a program that translate8&g€Il source fe containing tetual representations of a program
into the actual machine codehe assembler programves you a considerable amount airwby translat
ing human readable instructions into machine catlbough tedious, you can perform this translation your
self. In this &ercise you will create someery shortmadine languge programs by encoding the
instructions and entering theinteglecimal opcodes into memory on the memory screen.

Using the instruction encodings foundkigure 5.3 Figure 5.4 Figure 5.5 andFigure 5.6 write the
hexadecimal alues for the opcodes beside each of theviatig instructions:
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Bi nary Qpcode Hex Operand

mv( 0, ¢cx ), [TTTTTTTITI I |
a:  get; HEEEEEEN
put ; HEEEEEEN
add( ax, ax ); [ [ [ [ [ [[]]
put ; HEEEEEEN
add( ax, ax ); [ [ [ [ [ [ []]
put ; LI TT]
add( ax, ax ); [ [ [ [ [ [ ] 1]]
put ; HEEEEEEN

add( 1, cx ); LI T T[T T1]] I |

cmp( cx, 4); LI T T T T T] I |

jb a; HEEEEEEN I |
hal t ; HEEEEEEN

Figure 8.1 A Simple Program to Convert to Machine Code

You can assume that the program starts at address zero and, therefoaayilabel at address $0003 since
the “mov( 0, cx );” instruction is three bytes long.

For your lab report: enter the headecimal opcodes and operands into memory starting at location zero
using the Memory editor screen. Dump thesl@es and include them in your lab report. Switch to the-Emu
lator screen and disassemble the code starting at addresgezdyathat this code is the same as the assem
bly code abwe. Print a cop of the disassembled code and include it in your lab report. Run the program and
verify that it works properly
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8.5.7 Self Modifying Code Exercises

In the preious laboratory xercise, you disoered that the system doetsréally differentiate data and
instructions in memoryYou were able to enter x&decimal data and thé86 processor treats it as a
sequence of@cutable instructions. It is also possible for a program to store data into memory angéthen e
cute it.A program isself-modifyingf it creates or modiéis some of the instructions kexutes

Consider the follwing Y86 program (EX6.Y86):

sub(
nmov(

a: nov(
cnp(

jeb
hal t;

b: mov(
nov(
nov(
nmov (
nmov (
nmov(
mov/(
nov(
nov(
nmov (
nmov (
nmov(
mov/(
nov(
nov(
nmov (

ax, ax );
ax, [100] );

[100], ax );
ax, 0);

c6, ax );
ax, [100] );
710, ax );
ax, [102] );
a6al, ax );
ax, [104] );
1000, ax );
ax, [106] );
8007, ax );
ax, [108] );
e6, ax );
ax, [10a] );
el0, ax );
ax, [10c] );
4, ax );

ax, [10e] ));

jnp 100;

/] Trick: sets AXto zero.

This program writes the folleing code to location $100 and then executes it:

nov(
put;

add( ax,
[ 10007,

add(
put ;

sub( ax,
nov( ax,

put;

sub( ax,
nov( ax,
j np 0004;

[1000], ax );

ax );
ax );

ax );
[1000] );

ax );
[1000] );

/1 $0004 is the address of the a:

| abel .

For your lab report: execute the EX7.Y86 program andnfy that it generates the al@code at loca

tion 100.

Although this program demonstrates the principle of self-modifying code, it hardly dgbsgruse
ful. As a general rule, oneowld not use self-modifying code in the mannervahavhere one genent
writes some sequence of instructions and thxecwges them. Instead, most programs that use self-modify
ing code only modify@sting instructions and often only the operands of those instructions.

Self-modifying code is rarely found in modern assembly language programs. Programs that are
self-modifying are hard to read and understandicdit to delng, and often unstable. Programmers often
resort to self-modifying code when the CBlWrchitecture lacks didient paver to achige a desired goal.

The later Intel 80x86 processors do not lack for instructions or addressing modes, soyitréesto fid
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80x86 programs that use self-modifying chdéneY86 processors, leever, have a \ery weak instruction
set, so there are actually a couple of instances where self-modifying code reaygeful.

A good example of an architectural deiieng/ where ther86 is lacking is with respect to subroutines.
TheY86 instruction set does not pide ary (direct) way to call and return from a subroutine viwer, you
can easily simulate a call and return using the JMP instruction and self-modifying code. Considerthe follo
ing Y86 “subroutine” that sits at location $100 in memory:

/1l Integer to Binary converter.

/1 Expects an unsigned integer value in AX

// Converts this to a string of zeros and ones storing this string of
// values into nenory starting at |ocation $1000.

nov( 1000, ax ); /1 Starting address of string.
mov( 10, c¢x ); /] 16 ($10) digits in a word.
a mov( 0, dx ); /! Assune current bit is zero.
cnp( ax, 8000 ); /] See if AXs HQ bit is zero or one.
jb b; /1 Branch if A X x HQ bhit is zero.
nov( 1, dx ); /I AXs HQ bit is one, set that here.
b: mov( dx, [bx] ); /] Store zero or one to next |ocation.
add( 1, bx ); /1 Bunp BX to point at next byte in nenory.
add( ax, ax ); [l AX = AX *2 (shift left operation).
sub( 1, cx ); /] Count off 16 bits.
cnp( cx, 0); /] Repeat 16 tines.
ja a
jmp O; /1 Return to caller via self-nodifying code.

The only instruction that a program will modify in this subroutine is #rg last JMP instructiohis
jump instruction must transfer control to thestfiinstruction bgond the JMP in the calling code that trans
fers control to this subroutine; that is, the caller must store the return address into the operand of the JMP
instruction in the code ake. As it turns out, the JMP instruction is at address $120 (assuming the code
above starts at location $100)herefore, the caller must store the return address into location $121 (the
operand of the JMP instructiorhe folloving sample “main” program mak three calls to the “subrou

tine” abore:
mov( ¢, ax ); // Address of the BRK instruction bel ow
mov( ax, [121] ); /1l Store into JMP as return address.
nov( 1234, ax ); /1 Convert $1234 to binary.
j np 100; // “Call” the subroutine above.
brk; I/ Pause to |let the user exanple bytes at $1000.
nov( 19, ax ); // Address of the BRK instruction bel ow
mov( ax, [121] ); /1l Store into JMP as return address.
nov( fdeb, ax ); /1 Convert $FDEB to binary.
j np 100; // “Call” the subroutine above.
brk; I/ Pause to |let the user exanple bytes at $1000.
nov( 16, ax ); // Address of the BRK instruction bel ow
mov( ax, [121] ); /1l Store into JMP as return address.
nov( 2345, ax ); /1 Convert $2345 to binary.
j np 100; // “Call” the subroutine above.
brk; I/ Pause to |let the user exanple bytes at $1000.
hal t;

Load the subroutine (EX7s.Y86) into SIMY86 and assemble it starting at location $30loié the
main program (EX7m.Y86) into memory and assemble it starting at location zero. Switch to the Emulator
screen and erify that all the return addresses ($c, $19, and $26) are cdklsatverify that the return

4. Many viruses and copy protection programs use self modifying code to make it difficult to detect or bypass them.
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address needs to be written to location $121xtNein the programThe program will gecute a BRK
instruction after each of thadt two calls.The BRK instruction pauses the prograkhthis point you can
switch to the memory screen at look at locations $1000..100F in mefitugy should contain the
pseudo-binary cormrsion of the alue passed to the subroutine. Once yenify that the comersion is cor

rect, switch back to the Emulator screen and press the Rtomlio continue progranxecution after the
BRK.

For your lab report: describe ha self-modifying code wrks and gplain in detail ha this code uses
self-modifying code to simulate call and return instructions. Explain the maiiifns you wuld need to
male to mae the main program to address $800 and the subroutine to location $900.

For additional credit: Actually change the program and subroutine so thatwuek properly at the
addresses ale ($800 and $900).

8.5.8 Virtual Memory Exercise

The SIMY86 emulator treats thed@wtK blocks of memory starting at addresses $D000 and $E000 spe
cially. These blocks use virtual memory for their actual implementation. Only one block at a time can be in
memory If you access an address in the range $D000..$DFFF and that block is not currently in themory
SIMY86 program will read the data for this block from the disk. Ditto for $E000..$EHerever, since
only one of the tw blocks can be in memory at a timey attempt to access a block that is not in memory
replaces other other block. If the block is “dirty” when the system needs to replace it (ixe, watten
data to the block) then the systemstfiwrites the data to the “pagindefi before reading the other block
from memory In this laboratory>ercise you will &periment with the performance of virtual memory on
theY86 hypothetical processor

In the frst exercise you will measure the amount of time a programstédk &ecute thatéhibits spatial
locality of reference. The first version of this program (EX8a.Y86) reads and writes data to locations
$B000..$CFFF This is our control case; wkrtun this program and time itxecution to obtain a baseline
to compare with our othexperiments. Herg'the code for the control case:

nov( 80, dx ); // Repeat the outer loop this many tines (128).
a: nmov( 0, bx ); /1 Starting index for block one.

mov( 0, ax ); /1 Wite zeros to page $b000.
b: mov( ax, [b000+bx] );

nmov( ax, [c000+bx] ); // Wite zeros to page $c000 t oo.

add( 2, bx ); /1 Move on to the next word in these pages.

cnp( bx, 1000 ); /Il See if we're done yet.

jb b;

sub( 1, dx ); // Repeat this whol e process DX times.

cnp( dx, 0);

ja a

hal t;

This program will repeatedly clear locations $D000..$EFFF in a sequersibh, starting at location
$D000. Note that this code writesdadjacent wrds in memory andumps the inde by four on each iter
ation of the loop.This ensures that we access all the locations in page $D000 in a seqashiaal &ind
then access all the locations in page $E000 in a sequestigbn. This keeps these twpages in (pysical)
memory for the greatest length of time. Hsitlle program (EX886) that does the job:

nov( 80, dx ); // Repeat the outer loop this many tines (128).
a: mov( 0, bx ); // Starting index for bl ock one.
nmov( 0, ax );
b: nov( ax, [d000+bx] ); // Wite zeros to pages $d000- $e000
nov( ax, [d002+bx] ); // Wite alternate words.
add( 4, bx ); /1 Move on to the next word in these pages.
cnp( bx, 2000 ); /Il See if we’re done yet.
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jb b;

sub( 1, dx ); // Repeat this whole process DX tines.
cnp( dx, 0);

ja &

hal t;

Now load the folleving program into memory (EX8c.Y86) and repeat the timing of this cdds
code also accesses pages $D000 and $EGGBdaccess pattern isfdifent. Rather than accessing all the
locations in page $D000 and then accessing all the locations in $E000, this code “ping-pongs” between the
two pages, accessing @rd in one page and then accessingoadvin the second pag&his forces the vir
tual memory subsystem to continuously reload the rages on each access (i.e., thrashing occurs}. Mea
sure the amount of time it tak to &ecute. Record the time for your lab report. Note a majerdiice
between this program and the yoris two: the prgious programsyecuted the outer loop 128 times while
the followving program only xecutes eight times. Be sure to multiply the running time of thenfiiippro
gram by 16 to obtain air comparison of the running time of this program.

nov( 8, dx ); /1 Repeat the outer loop this nmany tines (8).
a: mov( 0, bx ); // Starting index for block one.

nmov( 0, ax ); /1 Wite zeros to page $d00O.
b: mov( ax, [dO000+bx] );

nov( ax, [e000++bx] ); // Wite zeros to page $e000 too.

add( 2, bx ); /1 Move on to the next word in these pages.

cnp( bx, 1000 ); /1 See if we're done yet.

jb b;

sub( 1, dx ); // Repeat this whol e process DX times.

cnp( dx, 0);

ja a

hal t;

For your lab report: Measure the)acution time of these three programs. Present the results in your
lab report. In light of thisx@eriment, describe moyou might restructure a real program running in virtual
memory to obtain the best performance.

For additional credit: Explain, based on your kmtedge of the hardare needed to implement paging,
why there is a dference in grecution time between thedt and second programs in thigeriment.
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