Real Arithmetic

Real Arithmetic Chapter Eleven

11.1 Chapter Overview

This chapter discusses the implementation axtiihg point arithmetic computation in assembly-lan
guage. By the conclusion of this chapter you should be able to translate arithpetssiens and assign
ment statements \nlving floating point operands from highvid languages li& Rascal and C/C++ into
80x86 assembly language.

11.2 Floating Point Arithmetic

When the 8086 CPUr§t appeared in the late 19305emiconductor technologya® not to the point
where Intel could putdlating point instructions directly on the 8086 CHUerefore, thg devised a scheme
whereby thg could use a second chip to perform tleatihg point calculations — theoéiting point unit (or
FPU)YL. They released their originaldhting point chip, the 8087, in 1980his particular FPU warked with
the 8086, 8088, 80186, and 80188 CPWhen Intel introduced the 80286 CPU, \thieleased a redesigned
80287 FPU chip to accompait. Although the 80287 as compatible with the 80386 CPU, Intel designed a
better FPU, the 80387, for use in 80386 systérhe. 80486 CPU was the fist Intel CPU to include an
on-chip fbating point unit. Shortly after the release of the 80486, Intel introduced the 80486sx CPéakthat w
an 80486 without theuilt-in FPU. To get fbating point capabilities on this chip, you had to add an 80487
chip, although the 80487as really nothing more than a full-lala 80486 which took\eer for the “sx” chip
in the system. Inted’ Pentium chips pvide a high-performancectting point unit directly on the CPU.
There is no (Intel) 8ating point coprocessovailable for the Pentium chip.

Collectively, we will refer to all these chips as the 80x87 FPWeGithe obsolescence of the 8086,
80286, 8087, 80287, 80387, and 80487 chips, thism#d concentrate on the Pentium and later chipysere
are some diérences between the Pentiumating point units and the earlier FPUs. If you need to write
code that will ®ecute on those earlier machines, you should consult the appropriate Intel documentation for
those deices.

11.2.1 FPU Registers

The 80x86 FPUs add 13gisters to the 80x86 and later processors: eightifig point data msters, a
control r@ister a status gister a tag rgister an instruction pointeand a data pointéFhe data rgisters
are similar to the 80x88’general purposegmster set insa@r as all fbating point calculations takplace in
these rgisters.The control rgister contains bits that let you decideviibe FPU handles certainginerate
cases like rounding of inaccurate computations, it contains bits that control precision, andTée atatus
register is similar to the 80x86flags reister; it contains the condition code bits angesal other thating
point flags that describe the state of the FIPkk tag rgister contains seral groups of bits that determine
the state of thealue in each of the eight general purposgsters.The instruction and data pointegigters
contain certain state information about the lasitfhg point instructionx@cuted We will not consider the
last three rgisters in this tet, see the Intel documentation for more details.

1. Intel has also referred to this device as the Numeric Data Processor (NDP), Numeric Processor Extension (NPX), and math
Coprocessor.
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11.2.1.1 FPU Data Registers

The FPUs praide eight 80 bit data gésters oganized as a stacKhis is a signifiant departure from
the oganization of the general purposgisters on the 80x86 CPU that comprise a standard general-pur
pose rgister set. HLA refers to theseyisters as STO, ST1, ..., ST7.

The biggest dference between the FPWister set and the 80x86gister set is the stackgamization.
On the 80x86 CPU, theX register is alvays theAX register no matter what happens. On the FPUyéwer,
the r@ister set is an eight element stack of 80 bétfhg point ®lues (se€igure 11.).
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Figure 11.1 FPU Floating Point Register Stack

STO refers to the item on the top of the stack, ST1 refers to xh&era on the stack, and so on. Man
floating point instructions push and pop items on the stack; therefore, ST1 will refer tovibespeentents
of STO after you push something onto the stack. It wik teme thought and practice to get used toabie f
that the rgisters are changing under yout khis is an easy problem teeycome.

11.2.1.2 The FPU Control Register

When Intel designed the 80x87 (and, essenitily IEEE fbating point standard), there were no stan
dards in fbating point hardare. Diferent (mainframe and mini) computer maantfirers all had diérent
and incompatible dlating point formats. Unfortunatelgnuch application softare had been written taking
into account the idiosyncrasies of theséedént fbating point formats. Intel anted to design an FPU that
could work with the majority of the softare out there @ep in mind, the IBM PC &s three to four years
away when Intel bgan designing the 8087, theouldnt rely on that “mountain” of softare aailable for
the PC to mak their chip popular). Unfortunatelgnary of the features found in these olderating point
formats were mutually incompatibleoiFexample, in some dlating point systems roundingowld occur
when there s insuficient precision; in others, truncatiomwd occur Some applicationseuld work with
one fbating point systemut not with the otherntel wanted as manapplications as possible tavk with
as fav changes as possible on their 80x87 FPUs, sodtided a special gester the FPUcontmol register,
that lets the user choose one ofesal possible operating modes for their FPU.

The 80x87 control igaster contains 16 bits ganized as shven in Figure 11.2
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Rounding
Control

Precision
Control Exception Masks

11 10 9 8 5 0

Round: 00 - 24 bits
00 - To nearest or even 01 - reserved
01 - Down 10 - 53 bits
10- Up 11 - 64 bits

11 - Truncate result

Precision
Underflow
Overflow
Reserved Zero Divide
Denormalized
Invalid Operation

Figure 11.2 FPU Control Register

Bits 10 and 11 prade roundingcontrol according to the folwing values:

Table 1: Rounding Control

Bits 10 & 11 Function
00 To nearest oreen
01 Round davn
10 Round up
11 Truncate

The “00” setting is the defilt. The FPU roundsalues abee one-half of the least sigrdéint bit up. It
rounds \alues belas one-half of the least sigritint bit dovn. If the \alue belav the least signifiant bit is
exactly one-half of the least sigrgéint bit, the FPU rounds thalue tavards the &lue whose least signifi
cant bit is zero. & long strings of computations, this pides a reasonable, automati@ywo maintain
maximum precision.

The round up and round wa options are present for those computations where it is importaaépo k
track of the accurgcduring a computation. By setting the rounding control to rounchdand performing
the operation, then repeating the operation with the rounding control set to round up, you can determine the
minimum and maximum ranges between which the true resultanill f

The truncate option forces all computations to truncatesesess bits during the computatiofou will
rarely use this option if accunaés important to you. Heever, if you are porting older softave to the FPU,
you might use this option to help when porting the safew One place where this option xsremely use
ful is when cowmerting a fbating point @lue to an intger  Since most softare &xpects fbating point to inte
ger cowersions to truncate the result, you will need to use the truncation rounding mode\te Hthie
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Bits eight and nine of the controlgister specify the precision during computatidhis capability is

provided to allev compatibility with older softare as required by the IEEE 754 standatte precision
control bits use the foliwing values:

Table 2: Mantissa Precision Control Bits

Bits 8 & 9 Precision Control
00 24 bits

01 Resered

10 53 bits

11 64 bits

Some CPUs may operataster with fbating point alues whose precision is 53 bits (i.e., 64-liafing
point format) rather than 64 bits (i.e., 80-bdafling point format). Please see the documentation for your
specift processor for details. Generalilje CPU defults these bits to %11 to select the 64-bit mantissa
precision.

Bits zero through Yie are theexception masksThese are similar to the interrupt enable bit in the
80x865 flags rgister If these bits contain a one, the corresponding condition is ignored by the FRYU. Ho
ever, if any bit contains zero, and the corresponding condition occurs, then the FPU immediately generates
an interrupt so the program can handle ttgederate condition.

Bit zero corresponds to anvalid operation erroiThis generally occurs as the result of a programming
error. Problems which raise thevadid operation xception include pushing more than eight items onto the
stack or attempting to pop an itenfi @ah empty stack, taking the square root ofgatiee numberor loading
a non-empty rgister

Bit one masks theenormalizedinterruptthat occurs whewner you try to manipulate denormalized
values. Denormalizedkeeptions occur when you load arbitrartended precisionalues into the FPU or
work with very small numbers just pend the range of the FP&Jtapabilities. Normallyyou would proba
bly not enable thisception. If you enable thisxeeption and the FPU generates this interrupt, the HLA
run-time system raises tlee.fDenormalexception.

Bit two masks theeio divide exception If this bit contains zero, the FPU will generate an interrupt if
you attempt to dide a nonzeroalue by zero. If you do not enable the zerasithn exception, the FPU will
produce NaN (not a number) wheeeyou perform a zerodsion. It's probably a good idea to enable this
exception by programming a zero into this bit. Note that if your program generates this interrupt, the HLA
run-time system will raise thex.fDivByZeo exception.

Bit three masks theverflow exception The FPU will raise theverflow exception if a calculationwer
flows or if you attempt to store alae which is too lgre to ft into a destination operand (e.g., storing gdar
extended precisionalue into a single precisiorasiable). If you enable thixeeption and the FPU genrer
ates this interrupt, the HLA run-time system raisestf®verfbw exception.

Bit four, if set, masks thanderfbw exception Underfow occurs when the result is temallto fit in
the destination operand. laloverflow, this exception can occur whewer you store a smalk&ended preei
sion \alue into a smallerariable (single or double precision) or when the result of a computation is too
small for extended precision. If you enable thiception and the FPU generates this interrupt, the HLA
run-time system raises tiee.fUnderfow exception.

Bit five controls whether tharecision exceptioncan occurA precision &ception occurs whenmer the
FPU produces an imprecise result, generally the result of an internal rounding opAititmrgh mary
operations will produce arxact result, manmore will not. r example, dviding one by ten will produce
an inact resultTherefore, this bit is usually one sincexaet results areary common. If you enable this
exception and the FPU generates this interrupt, the HLA run-time system raisedritbexctResulexcep
tion.
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Bits six and thirteen throughftien in the control gister are currently undetd and reseed for
future use. Bit seen is the interrupt enable magkit it is only actve on the 8087 FPU; a zero in this bit
enables 8087 interrupts and a one disables FPU interrupts.

The FPU pruoides two instructions, FLDCW (load controlasd) and FSTCW (store controbwd), that
let you load and store the contents of the contgister The single operand to these instructions must be a
16 bit memory locatioriThe FLDCW instruction loads the controbister from the specdd memory loca
tion, FSTCW stores the controlgister into the specé#d memory location.The syntax for these instruc

tions is
fldew nemyg );
fstew nemg );
Heres some example code that sets the rounding control to “truncate result” and sets the rounding precision
to 24 bits:
static
fcwl6: word;

fstew( fecwl6 );

nov( fcwl6, ax );

and( $fOff, ax ); // Aears bits 8-11.

or( $0c00, ax ); // Rounding control =941, Precision = %0.
mov( ax, fcwl6 );

fldew( fcwl6 );

11.2.1.3 The FPU Status Register
The FPU status gister provides the status of the coprocessor at the instant you rédteiESTSW

instruction stores thel6 bibfting point status gister into a werd variable.The status wgister is a 16 bit
register its layout appears iRigure 11.3
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Exception Flags
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Pointer

Condition Codes

Exception Flag -
Stack Fault
Precision
Underflow
Overflow
Zero Divide
Denormalized
Invalid Operation

Figure 11.3 The FPU Status Register

Bits zero through Yie are theeception fags These bits are appear in the same order asctiepton
masks in the control gister If the corresponding conditiorxists, then the bit is sefhese bits are indepen
dent of the rception masks in the controlgister The FPU sets and clears these bigaurdless of the corre
sponding mask setting.

Bit six indicates astad fault A stack fult occurs whener there is a stackverflow or underfbw.
When this bit is set, the;@ondition code bit determines whether thees\a stackwerflow (C;=1) or stack
underfbw (C,=0) condition.

Bit seven of the status géster is set ifany error condition bit is set. It is the logical OR of bits zero
through fie.A program can test this bit to quickly determine if an error conditi@ise

Bits eight, nine, ten, and fourteen are the coprocessor condition cadéakivsis instructions set the
condition code bits as sia in the follaing table:

Table 3;: FPU Condition Code Bits

Instruction Condition Code Bits Condition

C3 Cc2 C1 (0]
fcom, 0 0 X 0 ST > source
fcomp, 0 0 X 1 ST < source
fcompp, 1 0 X 0 ST = source
ficom, 1 1 X 1 ST or source undefed
ficomp

X = Don't care
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Table 3: FPU Condition Code Bits

Instruction Condition Code Bits Condition

@
W
O
N

C1 Co

ftst ST is positie
ST is ngative
ST is zero (+ or -)

ST is uncomparable

R O+ O

+ Unnormalized
-Unnormalized
+Normalized
-Normalized

+0

-0
+Denormalized
-Denormalized
+NaN

-NaN

+Infinity
-Infinity

Empty reister

fxam

ST > source
ST < source
ST = source
Unordered

fucom,
fucomp,
fucompp

P P OO|lFRP OO0OO0OORRFRPRERERPRERPR OOOO|FR R OO
X X X X| X P OPFPOPFP OPFP OPFR OFPFP O|X X XX

m ORr O|lRPFRPRPRPRPRPEPROOOOOOO

= Don't care

Table 4: Condition Code Interpretations

Condition Code Bits

Instruction(s)
Co Cs C C,

fcom, fcomp, fcmpp, Result of Result of Operands arg Result of compari
ftst, fucom, fucomp, comparison. | comparison. | not compara | son. See prgous
fucompp, fcom, fcomp | See preious | See preious | ble table.

table. table. Also denotes stack
overflow/under
flow if stack excep
tion bit is set.
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Table 4. Condition Code I nterpretations

Volume Three

Condition Code Bits

Instruction(s)
Co Cs Co C1
fxam See preious See preious See preious Sign of result, or
table. table. table. stack oer
flow/underfow (if
stack eception bit
is set).
fprem, fpreml Bit 2 of Bit O of 0- reduction Bit 1 of remainder
remainder remainder done. or stack ver
incomplete. stack &ception bit
is set).
fist, fostp, frndint, fst, Round up occurred
fstp, fadd, fmul, fdv, or stack ver
fdivr, fsub, fsubrfscale, flow/underfow (if
fsqrt, fpatan, f2xm1, . ] . stack &ception bit
fyl2x, fyl2xpl Undefned Undefined Undefned is set).
fptan, fsin, fcos, fsincos 0- reduction Round up occurred
Undefied Undefined done. or stack eer
1- reduction flow/underfbw (if
is set).
fchs, fabs, fxch, ficstp, Zero result or stack
fdecstp,constantioads, overflow/under
fxtract, fid, fild, fbld, , . , flow (if stack
fstp (80 bit) Undefned Undefned Undefned exception bit is
set).
flderv, fstor Restored Restored Restored Restored from
from mem from mem from mem memory operand.

ory operand.

ory operand.

ory operand.

fldcw, fsterv, fstcw fstsw

fclex Undefned Undefined Undefned Undefied
finit, fsave Cleared to Cleared to Cleared to Cleared to zero.
zero. Zero. zero.

Bits 11-13 of the FPU statusgister praide the rgister number of the top of stadRuring computa

tions, the FPU adds (modulo eight) thgical register numbers supplied by the programmer to these three
bits to determine thehysical register number at run time.

Bit 15 of the status ggster is thebusy bit. It is set wheneer the FPU is sy Most programs will hae
little reason to access this bit.
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11.2.2 FPU Data Types

The FPU supports gen diferent data types: three igter types, a paekl decimal type, and threedit
ing point typesThe intger type pruoides for 64-bit intgers, although it is ofteraéter to do the 64-bit arith
metic using the infger unit of the CPU (see the chapterraivancedArithmetic). Certainly it is oftendster
to do 16-bit and 32-bit ingger arithmetic using the standard gee reyisters.The packd decimal type pro
vides a 17 digit signed decimal (BCD) igez The primary purpose of the BCD format is to \oen
between strings andofiting point alues.The remaining three data types are the 32 bit, 64 bit, and 80 bit
floating point data types we looked at sodr. The 80x87 data types appeafigure 11.4Figure 11.5and
Figure 11.6
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80 bit Extended Precision Floating Point Format
Figure 11.4 FPU Floating Point Formats
16 Bit Two's Complement Integer
15 8 7 0
e ]
32 bit Twa's Complement Integel
31 1615 8 7 0
L] T e I e
64 bit Twds Complement Integer
63 8 7 0
|- S ] - | e
Figure 11.5 FPU Integer Formats
79 72 68 63 59 8 4 0
i i | - s |
Sign Unused D17 D16 D15 D14 Dz D1 Do

80 Bit Packed Decimal Integer (BCD)

Figure 11.6 FPU Packed Decimal Format

The FPU generally storesiwes in anormalizedformat. When a fbating point number is normalized,
the H.O. bit of the mantissa isxalys one. In the 32 and 64 bitdting point formats, the FPU does not actu
ally store this bit, the FPUwalys assumes that it is ofiédnerefore, 32 and 64 biothting point numbers are
always normalized. In thexeended precision 80 bitofiting point format, the FPU doret assume that the
H.O. bit of the mantissa is one, the H.O. bit of the mantissa appears as part of the string of bits.
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Normalized alues proide the greatest precision for agn number of bits. Heever, there are a lge
number of non-normalizedalues which weannotrepresent with the 80-bit formathese alues are ery
close to zero and represent the setatfies whose mantissa H.O. bit is not z&te FPUs support a special
80-bit form knavn asdenormalizedvalues. Denormalizedalues allav the FPU to encodeevy small \al-
ues it cannot encode using normalizetles, bt at a price. Denormalizedlues ofer fewer bits of preci
sion than normalizedalues.Therefore, using denormalizedlues in a computation may introduce some
slight inaccurag into a computation. Of course, this isvalys better than undesfling the denormalized
value to zero (which could makhe computationven less accurate)ubyou must kep in mind that if you
work with very small alues you may lose some accyrat your computations. Note that the FPU status
register contains a bit you can use to detect when the FPU uses a denornadligeénd & computation.

11.2.3 The FPU Instruction Set

The FPU addswer 80 n&v instructions to the 80x86 instruction séfe can classify these instructions
as data ma@ement instructions, cearsions, arithmetic instructions, comparisons, constant instructions,
transcendental instructiongnd miscellaneous instruction3.he folloving sections describe each of the
instructions in these cageries.

11.2.4 FPU Data Movement Instructions

The data meement instructions transfer data between the internal FBistess and memoryrhe
instructions in this cagwry areFLD, FST, FSTP, and FXCH. TheFLD instruction alvays pushes its operand
onto the fbating point stackThe FSTP instruction alvays pops the top of stack after storing the top of stack
(tos).The remaining instructions do nofexdt the number of items on the stack.

11.2.4.1 The FLD Instruction

The FLD instruction loads a 32 bhit, 64 bit, or 80 loafing point alue onto the stacKhis instruction
converts 32 and 64 bit operands to an 80 ki¢eded precisionalue before pushing thele onto the dat
ing point stack.

The FLD instruction fist decrements the top of stackQS) pointer (bits 11-13 of the statugjister)
and then stores the 80 bilue in the pisical rayister speciid by the n& TOS pointerlf the source oper
and of the FLD instruction is aofiting point data gaster STi, then the actual gister the FPU uses for the
load operation is the gester numbebefoie decrementing the tos point@herefore, “fti( st0 );” duplicates
the walue on the top of the stack.

The FLD instruction sets the stacidlt bit if stack @erflow occurs. It sets the denormalizecteption
bit if you load an 80-bit denormalizedlue. It sets the imlid operation bit if you attempt to load an empty
floating point rgister onto the stop of stack (or perform some otheiohoperation).

Examples:

fld( stl1);

fld( real 32_variable );
fld( real 64_variable );
fld( real 80_variable );
fld( real _constant );

Note that there is noay to directly load a 32-bit integer register onto the floating point stack, even if that

register contains a REAL32 value. To accomplish this, you must first store the integer register into a mem
ory location then you can push that memory location onto the FPU stack using the FLD instruction. E.g.,
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nov( eax, tenpReal 32 ); /1 Save REAL32 value in EAX to nenory.
fld( tenpReal 32 ); /1 Push that real value onto the FPU stack.

Note: loading a constant via FLD is actually an Hb@&easion. The FPU doesn’t support this instruction
type. HLA creates a REAL80 object in the “constants” segment and uses the address of this memory object
as the true operand for FLD.

11.2.4.2 The FST and FSTP Instructions

The FST and FSTP instructions gdpe \alue on the top of thedting point rgister stack to another
floating point rgister or to a 32, 64, or 80 bit memomriable When coping data to a 32 or 64 bit memory
variable, the 80 bitxdended precisionalue on the top of stack is rounded to the smaller format as specifi
by the rounding control bits in the FPU contrajister

The FSTP instruction pops thealue of the top of stack when ming it to the destination location. It
does this by incrementing the top of stack pointer in the stajisteeafter accessing the datesiro. If the
destination operand is adting point rgister the FPU stores thealue at the specéd rejister number
befole popping the data bthe top of the stack.

Executing an “fstp( st0 );” instructionfettively pops the data bthe top of stack with no data transfer
Examples:

fst( real 32_variable );
fst( real64_variable );
fst( real Array[ ebx*8 ] );
fst( real 80 _variable );
fst( st2);

fstp( stl);

The last gample above effectively pojgs1 while leaving STO on the top of the stack.

The FST andFSTP instructions will set the stackeeption bit if a stack undeoflv occurs (attempting
to store a @lue from an empty gister stack)They will set the precision bit if there is a loss of precision
during the store operation (this will occtor example, when storing an 80 bittended precisionalue into
a 32 or 64 bit memoryariable and there are some bits lost duringremsion).They will set the underéw
exception bit when storing an 80 bilue into a 32 or 64 bit memorganable, lnt the \alue is too small to
fit into the destination operand. kikise, these instructions will set theeoflow exception bit if the alue on
the top of stack is too big td fnto a 32 or 64 bit memoryaviable.The FST andFSTP instructions set the
denormalized g when you try to store a denormalizediue into an 80 bit gaster or ariablé. They set
the irnvalid operation #ig if an ivalid operation (such as storing into an emptyster) occurs. Finallythese
instructions set the€; condition bit if rounding occurs during the store operation (this only occurs when
storing into a 32 or 64 bit memorgnable and you he to round the mantissa toifito the destination).

Note: Because of an idiosyncrasy in the FPU instruction set related to the encoding of the instructions, you
cannot use the FST instruction to store data into a real80 memory variable. You may, however, store 80-bit
data using the FSTP instruction.

11.2.4.3 The FXCH Instruction

The FXCH instruction &changes thealue on the top of stack with one of the other FRiisters.This
instruction taks two forms: one with a single FPUgister as an operand, the second withoytaoerands.
The frst form exchanges the top of stack (tos) with the spedifigister The second form dfXCH swaps
the top of stack witlsT1.

Many FPU instructions, e.gESQRT, operate only on the top of thegigter stack. If you ant to per
form such an operation on alue that is not on the top of stack, you can us&x@H instruction to s\ap

2. Storing a denormalized value into a 32 or 64 bit memory variable will always set the underflow exception bit.
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that reyister with tos, perform the desired operation, and then usettie to swap the tos with the original
register The folloving example taks the square root 6fr2:

fxch( st2);
fsqrt();
fxch( st2);

TheFXCH instruction sets the stackaeption bit if the stack is emptt sets the ivalid operation bit if
you specify an empty géster as the operandhis instruction alays clears the; condition code bit.

11.2.5 Conversions

The FPU performs all arithmetic operations on 80 bit real quantities. In a seri®e) taedFST/FSTP
instructions are carsion instructions as well as datavament instructions because yheutomatically
corvert between the internal 80 bit real format and the 32 and 64 bit memory formats. Nonethelless, we
simply classify them as data rement operations, rather than gersions, because thare meing real
values to and from memoryhe FPU pruoides five other instructions that oeert to or from intger or
binary coded decimal (BCD) format when vitg data.These instructions are FILD, FISFISTR FBLD,
and FBSTP

11.2.5.1 The FILD Instruction

The FILD (integer load) instruction caerts a 16, 32, or 64 bit tds complement intgger to the 80 bit
extended precision format and pushes the result onto the $tasknstruction aliays epects a single oper
and.This operand must be the address ofoadywdouble word, or quad wrd integer \ariable.You cannot
specify one of the 80x8&16 or 32 bit general purpos@isters. If you vant to push an 80x86 general pur
pose rgister onto the FPU stack, you mussffistore it into a memoryaviable and then ugdLD to push
that \alue of that memoryariable.

The FILD instruction sets the stackaeption bit andC; (accordingly) if stack werflow occurs while
pushing the corerted \alue. Examples:

fild( word_variable );
fild( dword val[ ecx*4 ] );
fild( gqword_variable );

11.2.5.2 The FIST and FISTP Instructions

TheFIST andFISTP instructions covert the 80 bit etended precisionariable on the top of stack to a
16, 32, or 64 bit intger and store the resulvay into the memoryariable speciéd by the single operand.
These instructions ceart the alue on tos to an inger according to the rounding setting in the FPU control
register (bits 10 and 11As for theFILD instruction, the=IST andFISTP instructions will not let you specify
one of the 80x86’ general purpose 16 or 32 bigisters as the destination operand.

The FIST instruction comerts the alue on the top of stack to an igés and then stores the result; it
does not otherwise fatct the fbating point rgister stackThe FISTP instruction pops thealue of the float
ing point reister stack after storing the a@nted \alue.

These instructions set the staciception bit if the thating point rgister stack is empty (this will also
clear Q). They set the precision (imprecise operation) andits if rounding occurs (that is, if there isyan
fractional component to thelue inSTO0). These instructions set the undesflexception bit if the result is
too small (i.e., less than onatlgreater than zero or less than zarogveater than -1). Examples:

fist( word_var[ ebx*2 ] );
fist( gword_var );
fistp( dword_var );
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Don't forget that these instructions use the rounding control settings to determitieehaovill convert
the floating point data to an irger during the store operation. Bealdf, the rounding control is usually set
to “round” mode; yet most programmenpgpectFIST/FISTP to truncate the decimal portion during gen
sion. If you vantFIST/FISTP to truncate fyating point alues when carerting them to an ingeger, you will
need to set the rounding control bits appropriately in taifig point control mgister e.g.,

static
f cwi6: wor d;
fcowl6e_2: wor d;
IntResul t: int32;

fstew( fcwl6 );

nmov( fcwl6, ax );

or( $0c00, ax ); /1 Rounding control =941 (truncate).

nov( ax, fcwl6 2 ); // Store into nmenory and rel oad the ctrl word.
fldew( fewl6 2 );

fistp( IntResult ); /1 Truncate STO and store as int32 object.

fldew( fcwl6 ); /1 Restore original rounding control

11.2.5.3 The FBLD and FBSTP Instructions

The FBLD andFBSTP instructions load and store 80 bit BCBIwes.The FBLD instruction comerts a
BCD value to its 80 bit xended precision eqedlent and pushes the result onto the stdbtle FBSTP
instruction pops thexéended precision realalue onTOS, corerts it to an 80 bit BCDalue (rounding
according to the bits in theofiting point control rgister), and stores the a@rted result at the address spec
ified by the destination memory operand. Note that there BB8® instruction which stores thealue on
tos without popping it.

The FBLD instruction sets the stackeeption bit andC, if stack overflow occurs. It sets the vmalid
operation bit if you attempt to load avatid BCD walue. The FBSTP instruction sets the stackaeption bit
and clear<, if stack underfiw occurs (the stack is empty). It sets the underflag under the same condi
tions asFIST andFISTP. Examples:

/1 Assumng fewer than eight itens on the stack, the follow ng
/1 code sequence is equivalent to an fbst instruction:

fld( st0);
fbstp( thyte var );

/1 The follow ng exanpl e easily converts an 80 bit BCD val ue to
/1 a 64 bit integer:

fbld( tbyte_var );
fist( gword_var );

11.2.6 Arithmetic Instructions
The arithmetic instructions makup a small, lt important, subset of the FRnhstruction sefThese

instructions &ll into two general catgories — those which operate on reglles and those which operate on
a real and an inger \alue.
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11.2.6.1 The FADD and FADDP Instructions

These tw instructions tad the follaving forms:

fadd()

faddp()

fadd( stO, sti );
fadd( sti, st0);
faddp( stO, sti );
fadd( nem32 64 );
fadd( real _constant );

The first two forms are equalent.They pop the two values on the top of stack, add them, and push their
sum back onto the stack.

The net two forms of theFADD instruction, those with tav FPU register operands, beba like the
80x86's ADD instruction.They add the alue in the source géster operand to thealue in the destination
register operand. Note that one of thgiséer operands must 1$50.

The FADDP instruction with tvo operands addsT0 (which must alvays be the source operand) to the
destination operand and then p&3®. The destination operand must be one of the other F§iktees.

The last form abee, FADD with a memory operand, adds a 32 or 64 biatfhg point ariable to the
value inSTO. This instruction will comert the 32 or 64 bit operands to an 80 kieaded precisionalue
before performing the addition. Note that this instruction da¢sallow an 80 bit memory operand.

These instructions can raise the stack, precision, uadedierflow, denormalized, and il opera
tion exceptions, as appropriate. If a staaklf exception occursc, denotes stackverflow or underfbw.

Like FLD( real_constant), théABD( real_constant ) instruction is an HLAtension. Note that it cre
ates a 64-bitariable holding the constanéiue and emits theABD( mem64) instruction, specifying the
read-only object it creates in the constan¢grent.

11.2.6.2 The FSUB, FSUBP, FSUBR, and FSUBRP Instructions

These four instructions takhe follaving forms:

f sub()

f subp()
fsubr ()
fsubrp()

fsub( st0O, sti )
fsub( sti, st0);
fsubp( st0, sti );
fsub( nem32 64 );
fsub( real _constant );

fsubr( st0O, sti )
fsubr( sti, st0);
fsubrp( st0, sti );
fsubr( mem32 64 );
fsubr( real _constant );

With no operands, theSUB andFSUBP instructions operate identicallyphey popSTO andST1 from
the raister stack, computsT1-STO, and the push the fifrence back onto the stackhe FSUBR and
FSUBRP instructions (reerse subtraction) operate in an almost identiaghibn &cept thg compute
STO0-ST1 and push that dérence.

With two register operandsgource destination) the FSUB instruction computedestination := desti
nation - souce. One of the tw registers must b&T0. With two registers as operands, tARBUBP also com
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putesdestination := destination - soce and then it popSTO off the stack after computing the féifence.
For theFSUBP instruction, the source operand mussioe.

With two register operands, tHeSUBR andFSUBRP instruction wrk in a similar &shion ta=SUB and
FSUBP, except thg computedestination := souce - destination.

The FSUB(mem) andFSUBR(mem) instructions accept a 32 or 64 bit memory operdingdy corvert
the memory operand to an 80 bitended precisionalue and subtract this frosT0 (FSUB) or subtract
STO from this \alue FSUBR) and store the result back ir8@0.

These instructions can raise the stack, precision, uadedverflow, denormalized, and ilig@l opera
tion exceptions, as appropriate. If a staaklf exception occursc,; denotes stackverflow or underfbw.

Note: the instructions that & real constants as operands arémie FPU instructions.These are

extensions preided by HLA. HLA generates a constangsent memory object initialized with the eon
stants \value.

11.2.6.3 The FMUL and FMULP Instructions

The FMUL andFMULP instructions multiply tw floating point alues.These instructions alothe fot
lowing forms:

frul ()
fmul p()

frul ( sti, st0);
frul ( st0O, sti );
frul ( nem32_64 );
frmul ( real _constant );

frul p( stO, sti );

With no operandssMUL andFMULP both do the same thing — yheop STO andST1, multiply these
values, and push their product back onto the sfoFMUL instructions with tw register operands com
putedestination := destination * soae. One of the rgisters (source or destination) mustd3®.

The FMULP( STO, STi) instruction computeSTi:= STi* STO and then popSTO. This instruction uses
the \alue fori before poppingT0. The FMUL(mem) instruction requires a 32 or 64 bit memory operand. It
converts the speciéid memory &riable to an 80 bit@ended precisionalue and the multiplieSTO0 by this
value.

These instructions can raise the stack, precision, uadedierflow, denormalized, and i@l opera
tion exceptions, as appropriate. If rounding occurs during the computation, these instruction€ sebthe
dition code bit. If a staclkalilt exception occursc, denotes stackverflow or underfbw.

Note: the instruction that has a real constant as its operana isoe FPU instruction. It is axten
sion pravided by HLA (see the note at the end of thevjmes section for details).

11.2.6.4 The FDIV, FDIVP, FDIVR, and FDIVRP Instructions

These four instructions allothe folloving forms:

fdiv()
fdivp()
fdivr()
fdivrp()

fdiv( sti, st0);
fdiv( stO, sti );
fdivp( stO, sti );
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fdivr( sti, st0);
fdivr( stO, sti );
fdivrp( stO, sti );

fdiv( nem32 64 );
fdivr( mem32 64 );
fdiv( real _constant );
fdivr( real _constant );

With no operands, theDIV andFDIVP instructions pogT0 andST1, computeST1/STO, and push the
result back onto the stackhe FDIVR andFDIVRP instructions also papro andST1 but computeST0/ST1
before pushing the quotient onto the stack.

With two register operands, these instructions compute theafmitpquotients:

fdiv( sti, st0); /1 STO := STO/ STi
fdiv( stO, sti ); /1l STi := STilSTO
fdivp( stO, sti ); /1l STi := STi/STO then pop STO
fdivr( st0, sti ); // STO := STO/ STi

fdivrp( stO, sti ); // STi := STO/STi then pop STO

TheFDIVP andrFDIVRP instructions also pa®ro after performing the dision operation. The value foin
these two instructions is computed before popging

These instructions can raise the stack, precision, uadedVverflow, denormalized, zero dide, and
illegal operation eceptions, as appropriate. If rounding occurs during the computation, these instructions set
theC; condition code bit. If a stackdilt exception occursc, denotes stackverflow or underfbw.

Note: the instructions that & real constants as operands arémie FPU instructions.These are
extensions preided by HLA.

11.2.6.5 The FSQRT Instruction

The FSQRT routine does not al@ ary operands. It computes the square root of tieevon top of
stack (TOS) and replacesT0 with this resultThe \value onTOS must be zero or posi#, otherwis&eSQRT
will generate an walid operation xception.

This instruction can raise the stack, precision, denormalized, @aditlinperation xceptions, as app+o
priate. If rounding occurs during the computatiBBQRT sets theC; condition code bit. If a staclafilt
exception occurs;, denotes stackverflow or underfbw.

Example:
// Conpute Z := sqrt(x**2 + y**2);
fld( x); /1 Load X
fld( st0); // Duplicate X on TCS.
frul (); /1 Conpute X**2.
fld( y ); /1 Load Y
fld( st0); /1 Duplicate Y.
frul (); /1 Conpute Y**2.
fadd(); /1 Conpute X**2 + Y**2.
fsart(); /] Conpute sqgrt( X<*2 + Y+**2 ),
fstp( z ); // Store result away into Z
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11.2.6.6 The FPREM and FPREM1 Instructions

TheFPREM andFPREML1 instructions compute partial remainder Intel designed thEPREM instruc
tion before the IEEE ffialized their fbating point standard. In thendl draft of the IEEE @lating point stan
dard, the defiition of FPREM was a little diferent than Inte$ original design. Unfortunatelintel needed
to maintain compatibility with thexésting software that used thePREM instruction, so the designed a
new version to handle the IEEE partial remainder operaB®REML1. You should akays useFPREM1 in
new software you write, therefore we will only discUsBREM1 here, although you use°REM in an iden
tical fashion.

FPREM1 computes theartial remainder ofSTO/ST1. If the difference between themonents oST0
andST1 is less than 64FPREM1 can compute thexact remainder in one operation. Otherwise you will
have to xecute the=PREM1 two or more times to get the correct remaindgue.TheC, condition code bit
determines when the computation is complete. NoteRPREM1 doesnot pop the tvo operands éfthe
stack; it leaes the partial remainder 80 and the original disor in ST1 in case you need to compute
another partial product to complete the result.

The FPREML1 instruction sets the stackaeption fag if there aret’two values on the top of stack. It
sets the undediv and denormabeeption bits if the result is too small. It sets thelid operation bit if the
values on tos are inappropriate for this operation. It setSlvendition code bit if the partial remainder
operation is not complete. Finallig loadsCs, C;, andC, with bits zero, one, and twof the quotient,

respectiely.
Example:
/1 Conpute Z := X nod Y
fld(y);
fld( x);
r epeat
fprend();
fstsw ax ); // Get condition code bits into AX
and( 1, ah); /1 See if G is set.
until ( @ ); /'l Repeat until C, is clear.
fstp( z ); /1 Store away the remainder.
fstp( st0 ); /1 Pop old Y val ue.

11.2.6.7 The FRNDINT Instruction

The FRNDINT instruction rounds thele on the top of stack QIS) to the nearest irger using the
rounding algorithm specédd in the control gster

This instruction sets the stackception fag if there is noalue on th& OS (it will also clear €in this
case). It sets the precision and denormakption bits if there as a loss of precision. It sets thealid
operation fag if the \alue on the tos is not aNd number Note that the result on tos is still adting point
value, it simply does not kia a fractional component.

11.2.6.8 The FABS Instruction

FABS computes the absolutalue of STO by clearing the mantissa sign bit 0. It sets the stack
exception bit and ivalid operation bits if the stack is empty

Example:
/1 Conpute X := sqgrt(abs(x));
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fld( x);
fabs();
fsart();
fstp( x);

11.2.6.9 The FCHS Instruction

FCHS changes the sign of S$0alue by iverting the mantissa sign bit (that is, this is thatihg point
negation instruction). It sets the stackception bit and ivalid operation bits if the stack is empBxample:

// Conpute X :=-Xif Xis positive, X:= X if Xis negative.

fld( x);
fabs();
fchs();
fstp( x);

11.2.7 Comparison Instructions

The FPU pruides sgeral instructions for comparing reahlues.The FCOM, FCOMP, andFCOMPP
instructions compare the dwalues on the top of stack and set the condition codes appropiideiTST
instruction compares theale on the top of stack with zero.

Generally most programs test the condition code bits immediately after a comparison. Unforfunately
there are no conditional jump instructions that branch based on the FPU condition codes. Instead, you can
use theFSTSW instruction to cop the fbating point status gister (se€'The FPU Status Ryster’ on
page615 into the AX register; then you can use tISAHF instruction to cop the AH register into the
80x86% condition code bit&fter doing this, you can use the conditional jump instructions to test some con
dition. This technique copie§, into the carry fhg, C, into the parity #hg, andC; into the zero #ig. The
SAHF instruction does not cgpC, into ary of the 80x86s flag bits.

Since theSAHF instruction does not cgpary FPU status bits into the sign aresflow flags, you cannot
usesigned comparison instructions. Instead, use unsigned operations (e.gASEHTB) when testing the
results of a fiating point comparisor¥es, these instructions normally test unsigned values aatinfj
point numbes are signed valuesHowever, use the unsigned operationsg/any; theFSTSW and SAHF
instructions set the 80x8&fs rgister as though you had compared unsigraddes with the CMP instruc
tion.

The Pentium Il and (upavds) compatible processors yide an &tra set of fbating point comparison
instructions that directly &fct the 80x86 condition codefls. These instructions circurent haing to use
FSTSW and SAHF to cegpthe FPU status into the 80x86 condition cod&fese instructions include
FCOMI and FCOMIPYou use them just likthe FCOM and FCOMP instructionscept, of course, you do
not have to manually copthe status bits to the FIGS rajister Do be avare that these instructions are not
available on may processors in common use today (as of 1/1/2000)vel#s;, as time passes it may be safe
to begin assuming thatveryones CPU supports these instructions. Since tiisagsumes a minimum Pen
tium CPU, it will not discuss these avinstructions ayfurther

11.2.7.1 The FCOM, FCOMP, and FCOMPP Instructions

TheFCOM, FCOMP, andFCOMPP instructions compago to the speciéd operand and set the cerre
sponding FPU condition code bits based on the result of the compdiisoleal forms for these instruc
tions are

Beta Draft - Do not distribute © 2001, By Randall Hyde Page629



Chapter Eleven Volume Three

fcom()
fconp()
fconpp()

fcon( sti )

fconp( sti )

fcom nem32_64 )
fconp( mem 32 _64 )
fcon( real constant )
fconp( real _constant )

With no operandssCOM, FCOMP, andFCOMPP compar&T0 againstST1 and set the processoadis
accordingly In addition,FCOMP popsSTO off the stack an6eCOMPP pops botlsTO andST1 off the stack.

With a single rgister operand;COM andFCOMP compareST0 against the speciid rejister FCOMP
also popsSTO after the comparison.

With a 32 or 64 bit memory operand, theOM andFCOMP instructions corert the memory ariable
to an 80 bit tended precisionalue and then compaB¥0 against this alue, setting the condition code
bits accordinglyFCOMP also popsSTO after the comparison.

These instructions s€t, (which winds up in the paritydb) if the tvo operands are not comparable
(e.g., NaN). If it is possible for an ifjal floating point alue to wind up in a comparison, you should check
the parity fag for an error before checking the desired condition.

These instructions set the staaklt bit if there aret’two items on the top of thegister stackThey set
the denormalizedxeeption bit if either or both operands are denormaliZééy set the imalid operation
flag if either or both operands are quite NaNgese instructions &hys clear the€, condition code.

Note: the instructions that Y& real constants as operands arémie FPU instructions.These are
extensions preided by HLA. When HLA encounters such an instruction, it creates a real64 readaohly v
able in the constantsgment and initializes thisaviable with the spec#dd constant.Then HLA translates
the instruction to one that speegia real64 memory operandote that because of theggision diferences
(64 bits vs. 80 hits), if you use a constant apdrin a fbating point instruction you may nogtgresults that
are as pecise as you wouldpect.

Example of a fiating point comparison:

fconpp() ;

fstsw ax );

sahf () ;

setb( al ); /1 AL =true if ST1 < STO.

Note that you cannot comparedting point values in an HLA run-time boolean expression (e.g., within an
IF statement).

11.2.7.2 The FTST Instruction

TheFTST instruction compares theale inSTO against 0.0. It behaes just like theFCOM instruction
would if ST1 contained 0.0. Note that this instruction does ndeudhtiate -0.0 from +0.0. If thealue in
STO is either of thesealues, ftst will seC; to denote equalityNote that this instruction doest popst(0)
off the stack. Example:

ftst();

fstsw ax );

sahf () ;

sete( al ); /l Set ALto 1if TG =0.0
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11.2.8 Constant Instructions

The FPU pruoides sgeral instructions that let you load commonly used constants onto the Fgig”
ter stack.These instructions set the staekilt, invalid operation, and Lflags if a stackeerflow occurs;
they do not otherwise &fct the FPU #igs.The specifi instructions in this cag@ry include:

fldz() ; Pushes +0. 0.
f1d1i() ; Pushes +1.0.
fldpi() ; Pushes 1t

fldl2t() ; Pushes | 0g,(10).
fldl 2e() ;Pushes |og,(e).
fldlg2() ;Pushes |0gig(2).
fldl n2() ; Pushes 1 n(2).

11.2.9 Transcendental Instructions

The FPU pruides eight transcendental (log and trigonometric) instructions to compute sin, cos, partial
tangent, partial arctangent-2, y * logy(x), and y * log(x+1). Using \arious algebraic identities, it is easy
to compute most of the other common transcendental functions using these instructions.

11.2.9.1 The F2XM1 Instruction

F2XM1 computes 901 The \alue inSTO must be in the range -1<0ST0 < +1.0. If STO is out of range
F2XM1 generates an undeéd result bt raises no>xeptions.The computed alue replaces thealue in
STO0. Example:

; Conpute 10X using the identity: 10 = 2¥"19(10) (g = |og,).

fld( x );
fldl2t();
frul ();
f2xmi();
fl1di();
fadd();

Note thatF2XM1 computes 21, which is wly the code above adds 1.0 to the result at the end of the compu
tation.

11.2.9.2 The FSIN, FCOS, and FSINCOS Instructions

These instructions pop thalue of the top of the rgister stack and compute the sine, cosine, or both,
and push the result(s) back onto the statle FSINCOS pushes the sine folled by the cosine of the orig
inal operand, hence it le@s cos$TO) in STO and singT0) in ST1.

These instructions assung¥0 specifes an angle in radians and this angle must be in the range
-283< 510 < +283 If the original operand is out of range, these instructions set.tflag and leae STO
unchangedyYou can use the FPREML instruction, withagbr of 21T, to reduce the operand to a reasonable
range.

These instructions set the staeklt/C,, precision, underdlv, denormalized, andvalid operation figs
according to the result of the computation.
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11.2.9.3 The FPTAN Instruction

FPTAN computes the tangent 810 and pushes thisalue and then it pushes 1.0 onto the stacle thie
FSIN and FCOS instructions, the alue of STO is assumed to be in radians and must be in the range
-253<sT0<+253, If the \alue is outside this range, AN setsC, to indicate that the corrsion did not tak
place.As with theFSIN, FCOS, andFSINCOS instructions, you can use tF@REML instruction to reduce
this operand to a reasonable range usingiaatiof 2rt

If the agument is imalid (i.e., zero ortradians, which causes avidion by zero) the result is undedid
and this instruction raises naoceptions.FPTAN will set the stackdult, precision, undedl, denormal,
invalid operationC,, andC, bits as required by the operation.

11.2.9.4 The FPATAN Instruction

This instruction gpects tvo values on the top of stack. It pops them and computes theifudjo
STO = tan( ST1/STO)

The resulting &lue is the arctangent of the ratio on the stagkessed in radians. If youVea \alue
you wish to compute the tangent of, F®1 to create the appropriate ratio and threcete the=PATAN
instruction.

This instruction d&cts the stackalult/C,, precision, underdlv, denormal, and iralid operation bits if
an problem occurs during the computation. It set€iheondition code bit if it has to round the result.

11.2.9.5 The FYL2X Instruction

This instruction rpects tvo operands on the FPU stack: y is found in ST1 and x is found in Bii§.
function computes:

STO = ST1 *log( STO)
This instruction has no operands (to the instruction its&ékie instruction uses the folling syntax:
fyl2x();

Note that this instruction computes the base lwgarithm. Of course, it is a Wil matter to compute
the log of ag other base by multiplying by the appropriate constant.

11.2.9.6 The FYL2XP1 Instruction

This instruction epects tvo operands on the FPU stack: y is found in ST1 and x is found in BWiS.
function computes:

STO =ST1 *log( STO + 1.0 )
The syntax for this instruction is
fyl 2xp1();

Otherwise, the instruction is identical to FYL2X.
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11.2.10Miscellaneous instructions

The FPU includes seral additional instructions which control the FPU, synchronize operations, and let
you test or set arious status bits.These instructions includeINIT/FNINIT, FLDCW, FSTCW,
FCLEX/FNCLEX, and FSTSW.

11.2.10.1 The FINIT and ENINIT Instructions

The FINIT instruction initializes the FPU for proper operati¥our applications shouldxecute this
instruction before xecuting ay other FPU instructionshis instruction initializes the controlgister to
37Fh (seéThe FPU Control Rgistef’ on page612), the status igaster to zero (s€€rhe FPU Status Rés-
ter’ on page615) and the tag wrd to OFFFFhThe other rgisters are unéécted. Examples:

FINT();
FNINT();

The diference between FINIT and FNINIT is that FINITsti checks for anpending fbating point
exceptions before initializing the FPU; FNINIT does not.

11.2.10.2 The FLDCW and FSTCW Instructions

TheFLDCW andFSTCW instructions require a single 16 bit memory operand:

fldew( mem16 );
fstew( mem16 );

These tw instructions load the controlgister (se€ The FPU Control Rgstef’ on page612) from a
memory locationKLDCW) or store the control @rd to a 16 bit memory locatioR$TCW).

When using th&LDCW instruction to turn on one of theaeptions, if the correspondingaeeption fag
is set when you enable thatception, the FPU will generate an immediate interrupt before the &BU e
cutes the nd instruction.Therefore, you should use the FCLEX instruction to clegpamding interrupts
before changing the FPWaeption enable bits.

11.2.10.3 The FCLEX and FNCLEX Instructions

The FCLEX andFNCLEX instructions clear allxeeption bits the staclafilt bit, and the sy flag in the
FPU status gister (se€ The FPU Status Rystel’ on page615. Examples:

fclex();
fncl ex();

The diference between these instructions is the same as FINIT and ENINIT

11.2.10.4 The FSTSW and FNSTSW Instructions

fstsw ax )
fnstsw ax )
fstsw( mem.16 )
fnstsw( nmem16 )

These instructions store the FPU statygster (se€ The FPU Status Regstel’ on page615) into a 16
bit memory location or thaX register These instructions are unusual in the sense thattdrecoy an FPU
value into one of the 80x86 general purposgisters (specifially, AX). Of course, the whole purpose
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behind allaving the transfer of the statuggister intoAX is to allov the CPU to easily test the condition
code rgister with the SAHF instructionThe diference between FSTSW and FNSTSW is the same as for
FCLEX and FNCLEX.

11.2.11Integer Operations

The 80x87 FPUs prade special instructions that combine gee to etended precision cerrsion
along with \arious arithmetic and comparison operatidrigese instructions are the follng:

fiadd( int_16_32 )
fisub( int_16 32 )
fisubr( int_16_32)
fimul ( int_16_32)
fidiv( int_16_32 )
fidivr( int_16_32)

ficom( int_16_32 )
ficonp( int_16 32 )

These instructions ceart their 16 or 32 bit intger operands to an 80 bittended precision dhting
point value and then use thislue as the source operand for the sptifiperationThese instructions use
STO as the destination operand.

11.3

Converting Floating Point Expressions to Assembly Language

Because the FPU gister oganization is difierent than the 80x86 irder rayister set, translating arith
metic epressions imolving floating point operands is a little fifent than the techniques for translating
integer epressions. Therefore, it ma&s sense to spend some time discussing tbomanually translate
floating point gpressions into assembly language.

In one respect, & actually easier to translatedting point gpressions into assembly languagénhe
stack architecture of the Intel FPU eases the translation of arithetéssions into assembly language. If
you've ever used a Helett-Packard calculatoiyou’ll be right at home on the FPU becauses like HP cal
culator the FPU useseverse polish notationor RPN  for arithmetic calculations. Once you get used to
using RPN, i% actually a bit more cornient for translatingx@ressions because you doh&ae to worry
about allocating temporanatiables - thg always wind up on the FPU stack.

RPN, as opposed to standamnfix notation places the operands before the operaldre folloving
examples gie some simplexamples of infk notation and the corresponding RPN notation:

infix notation RPN not ati on
5+6 5 6 +
7 - 2 7 2 -
X* y X y *
al b a b [/

An RPN e&pression lile “5 6 +" says “push¥e onto the stack, push six onto the stack, then pop the
value of the top of stack (six) and add it to themt®p of stack. Sound aimiliar? This is eactly what the
FLD and FRADD instructions do. Indct, you can calculate this using the falilog code:

fld( 5.0);
fld( 6.0);
fadd(); // 11.0 is now on the top of the FPU stack.

As you can see, RPN is a #@nient notation because it's very easy to translate this code into FPU-instruc
tions.
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One adantage to RPN (gpostfk notatior) is that it doesnt’ require ag parenthesesThe following
examples demonstrate some slightly more compléix to postfk corversions:

infix notation postfix notation
(x +y) * 2 X y+2*
X*2- (a+b X2*ab+-
(a+b) * (c +d ab+cd+*

The postfk expression “x y + 2 *” says “push X, then push y; next, add those values on the stack (producing
X+Y on the stack). Next, push 2 and then multiply the two values (two and X+Y) on the stack to produce

two times the quantity X+Y.” Once again, we can translate these postfix expressions directly into assembly
language. The following code demonstrates the conversion for each of the above expressions:

/1 Xy +2*

fld( x);
fld( y);
fadd();
fld( 2.0);
ful ();

/1 X2*ab+-

fld( x);
fld( 2.0 );
ful ();
fld( a);
fld( b);
fadd();
fsub();

/1 ab+cd+*

fld( a);
fld( b);
fadd();
fld( c);
fld( d);
fadd();
foul ();

11.3.1 Converting Arithmetic Expressions to Postfix Notation

Since the process of translating arithmetipressions into assembly languageoikes postf (RPN)
notation, cowerting arithmetic xpressions into poskinotation seems lékthe right place to starfhis see
tion will concentrate on that ceersion.

For simple &pressions, thosevolving two operands and a singlgpeession, the translation isuial.
Simply move the operator from the ixfiposition to the postiposition (that is, mee the operator from
inbetween the operands to after the second operaid)ex&mple, “5 + 6” becomes “5 6 +”. Other than
separating your operands so you daonfuse them (i.e., is it “5” and “6” or “56"?) there isniuch to con
verting simple infk expressions into poskfinotation.

For comple expressions, the idea is to a@mt the simple subx@ressions into poskinotation and then
treat each carerted subepression as a single operand in the remainkpgession. The following discus
sion will surround completed ceersions in square bragts so it is easy to see whicktteeeds to be
treated as a single operand in theveosion.
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As for integer epression coversion, the best place to start is in the immest parenthetical
sub-epression and thenawk your way outvard considering precedence, assoditgti and other parenthet
ical sub-epressionsAs a concrete wrking example, consider the folldng expression:

x = ((y-z)*a) - ( a+b* c)/3. 14159
A possible fist translation is to caert the subepression “(y-z)” into posti notation. This is accom
plished as follws:
x=([yz-] *a - (a+b*c)/3. 14159
Square braakts surround the converted postfix code just to separate it from the infix code. These exist only
to make the partial translations more readable. Remember, for the purposes of conversion we will treat the

text inside the square brackets as a single operand. Therefore, you would treat “[y z -]” as though it were a
single variable name or constant.

The next step is to translate the subexpression “([y z -] * a)” into postfix form. This yields the follow-
ing:
x=[yz-a*]l - (a+b*c)/3 14159
Next, we work on the parentheticakpression “(a + b * ¢”’). Since multiplication has higher prece
dence than addition, we ogart “b*c” first:
x=[yz-a*] - (a+][bc *])/3. 14159

After cornverting “b*c” we finish the parentheticakpression:
Xx=[yz-a*] - [abc* +/3.14159
This leaves only tvp infix operators: subtraction andridion. Since diision has the higher precedence,
we'll convert that fist:
x=[yz-a*] - [abc* + 3.14159 /]
Finally, we cowert the entire xpression into postfinotation by dealing with the last infoperation,
subtraction:
x=[yz-a*] [abc* +3.14159 /] -

Remwing the square braeks to gie us true postfinotation yields the follwing RPN &pression:
X=yz-a*abc* + 314159 / -

Here is anothen@mple of an inf to postfk corversion:
a=(x*y-2z+1t)/20

Step 1Work inside the parentheses. Since multiplication has the highest precedewes,tbanfist:
a=([xy?*] -z+1)/20

Step 2: Still verking inside the parentheses, we note that addition and subtractsthbasame prece
dence, so we rely upon assodiiyi to determine what to do ke These operators are left assoemtiso we
must translate thexpressions in a left to right ordeFhis means translate the subtraction operatst: fi

a=([xy*z-] +t)/2.0

Step 3: Nwv translate the addition operator inside the parentheses. Sincaitiiedithe parenthetical
operators, we can drop the parentheses:
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a=[xy*z-1t+/20

Step 4:Translate the fial infix operator (diision). This yields the follaing:
a=[xy*z-t+20/]

Step 5: Drop the square bratk and wek done:
a=xy*z-t+20/

11.3.2 Converting Postfix Notation to Assembly Language

Once yowe translated an arithmetiggession into postfinotation, finishing the cowversion to assem
bly language is especially easll you have to do is issue an FLD instruction whegeieyou encounter an
operand and issue an appropriate arithmetic instruction when you encounter an.oparateection will
use the completeckamples from the puéous section to demonstratevibittle there is to this process.

X=yz-a*abc* + 314159 / -

e Step 1: Convery to FLD(y);

e Step 2: Convertto FLD(2);

e Step 3: Convert “-” to FSUB();

» Step 4: Converato FLD(a);

» Step 5: Convert “*” to FMUL();

e Steps 6-n: Continuing in a left-to-right fashion, generate the following code for the expression:

fld(y);
fld( z);
fsub();
fld( a);
ful ();
fld( a);
fld( b);
fld( c);
ful ();
fadd();
fldpi(); /1 Loads pi (3.14159)
fdiv();
fsub();

fstp( x ); // Store result away into Xx.

Here’s the translation for the secondeple in the prdous section:
a=xy*z-t+20/

fld( x);
fld( y);
ful ();
fld( z);
fsub();
fld( t );
fadd();
fld( 2.0);
fdiv();

fstp( a); // Store result away into a.
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As you can see, the translation agrliy trivial once yowe corverted the inf notation to postk nota
tion. Also note that, unli& integer expression coversion, you dort’need an explicit temporaries. It turns
out that the FPU stack prides the temporaries for y%u For these reasons, a@rsion of fbating point
expressions into assembly language is actually easier thaartiog intger expressions.

11.3.3 Mixed Integer and Floating Point Arithmetic

Throughout the preéous sections ondhting point arithmetic an unstated assumpti@s wade: all
operands in thexpressions weredhting point @riables or constants. In the realnd, youll often need to
mix integer and fbating point operands in the samemssion. Thanks to the FILD instruction, this is a
trivial exercise.

Of course, the FPU cannot operate ongateperandsThat is, you cannot push an igex operand (in
integer format) onto the FPU stack and add thisgaitego a fbating point @alue that is also on the stack.
Instead, you use the FILD instruction to load and translate trgemigue; this winds up pushing thedk
ing point equialent of the intger onto the FPU stack. Once tlaue is comerted to a fhating point num
ber, you continue the calculation using the standard real arithmetic operations.

Embedding a flating point @lue in an intger xpression is a little more problematic. In this case you
must conert the foating point @alue to an intger \alue for use in the inger expression. To do this, you
must use the FIST instruction. FIST werts the fbating point alue on the top of stack into an igés
value according to the setting of the rounding bits in tegifig point control gister (Se€ The FPU Con
trol Registet’ on page612). By dehult, FIST will round the @ating point @lue to the nearest iger before
storing the alue into memory; if you ant to use the more common fraction truncation mode, you will need
to change thealue in the FPU control géster You compute the ingger expression using the techniques
from the preious chapter (se€&€omplex Expressions” on pag&00). The FPU participates only to the point
of corverting the fbating point @alue to an intger.

static
intvVall : uns32 := 1;
intvVal2 : uns32 := 2;

real Val : real 64;

fild( intvall);
fild( intval2);

fadd();
fstp( real Val );
stdout.put( “realVal = *“, realVal, nl );

11.4 HLA Standard Library Support for Floating Point Arithmetic

The HLA Standard Library prades sgeral routines that support the use of real number on the FPU. In
Volume One you s with one &ception, hav the standard input and output routines operatgs section
will not repeat that discussion, sddLA Support for Floating Poinvalues on paged3 for more details.
One input function tha¥olume One only mentioned brigflvas thestdin.getf function. This section will
elaborate on that functionThe HLA Standard Library also includes the “math.hhf” module thatiges
several mathematical functions that the FPU daedinéctly support.This section will discuss those func
tions, as well.

3. Assuming, of course, that your calculations aren’t so complex that you exceed the eight-element limitation of the FPU
stack.
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11.4.1 The stdin.getf and fileio.getf Functions

The stdin.getf function reads adhating point alue from the standard inputulee. It leaves the con
verted \alue in STO (i.e., on the top of thedting point stack)The only reason Chapté&wo did not discuss
this function thoroughly as because you hadieen the FPU and FPWisters at that point.

The stdin.getf function accepts the same inputs that “stdin.get(dpale );” would except. The only
difference between the ows where these functions store tluafing point alue.

As youd probably surmise, there is a correspondiilegp.getf function as well.This function reads the
floating point alue from the fe whose e handle is the single parameter in this function call. It, tovesea
the cowerted result on the top of the FPU stack.

11.4.2 Trigonometric Functions in the HLA Math Library

The FPU pruides a small handful of trigonometric functions. It does noteler, support the full
range of trig functionsThe HLA MATH.HHF module fiis in most of the missing functiong he trigone
metric functions that HLA prades include

 ACOS( arc cosine)

e ACOT (arc cotangent)
e ACSC( arc cosecant)
e ASEC (arc secant)

e ASIN (arc sin)

e COT (cotangent)

e CSC (cosecant)

e SEC (secant)

The HLA Standard Library actually provides five different routines you can call for each of these func-
tions. For example, the prototypes for the first four COT (cotangent) routines are:

procedure cot32( r32: real 32 );
procedure cot64( r64: real 64 );
procedure cot80( r80: real 80 );
procedure _cot();

The first three routines push their parameter onto the FPU stack and compute the cotangent of the result.
The fourth routine ah@ (_cof) computes the cotangent of thedwe in STO.

The fith routine is actually anverloaded procedure that calls one of the four routinegeatepending
on the parameteiThis call uses the folleing syntax:

cot(); // Calls _cot() to conpute cot(STO).
cot( r32); // Calls cot32 to conpute the cotangent of r32.
cot( ré64 ); // Calls cot64 to conpute the cotangent of r64.

cot( r80 ); /1 Calls cot80 to conpute the cotangent of r80.

Using this ffith form is probably preferable since it is much moreveoient. Note that there is ndief
cieng loss when you usetbt rather than one of the other cotangent routines. HLA actually translates this
statement directly into one of the other calls.

The HLA trigonometric functions that require an angle as a paramgiectehat angle to bexpressed
in radians, not dgees. Kep in mind that some of these functions produce uretkfiesults for certain
input values. If yowe enabledxceptions on the FPU, these functions will raise the appropriate x¢elg e
tion if an error occurs.
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11.4.3 Exponential and Logarithmic Functions in the HLA Math Library

The HLA MATH.HHF module praides seeral exponential and logrithmic functions in addition to the
trigonometric functions. Lik the trig functions, thexponential and logrithmic functions praide five dif
ferent interfices to each function depending on the size and location of the paraffetdunctions that
MATH.HHF supports are

*  TwoToX (raise 2.0 to the specified power).

* TenToX (raise 10.0 to the specified power).

o exp (raises e [2.718281828...] to the specified power).

* YtoX (raises first parameter to the power specified by the second parameter).
* log (computes base 10 logarithm).

e In (computes base e logarithm).

Except for thertoXfunction, all these functions priole the same sort of intede as theot function
mentioned in the pwéous section. & example, thexp function prwides the follaving prototypes:

procedure exp32( r32: real 32 );
procedure exp64( r64: real 64 );
procedure exp80( r80: real 80 );
procedure _exp();

The &p function, by itself, automatically calls one of the abéunctions depending on the parameter
type (and presence of a parameter):

exp(); // Calls _exp() to conpute exp(STO).
exp( r32); // Calls exp32 to conpute the e**r32.
exp( 164 ); // Calls exp64 to conpute the e**r64.
exp( r80 ); // Calls exp80 to conpute the e**r80.

The lone &ception to the abhe@ is theYtoXfunction. YtoXhas its @n rules because it hasdwparame
ters rather than one (Y and XytoXprovides the follaving function prototypes:

procedure YtoX32( y: real 32; x: real 32 );
procedure YtoX64( y: real 64; x: real 64 );
procedure YtoX80( y: real 80; x: real 80 );
procedure _VYtoX();

The_YtoXfunction computes ST1**STO (i.e., ST1 raised to the STO power).
The YtoX function provides the following interface:

YtoX(); /1 Calls _YtoX() to conpute exp(STO).
YtoX( y32, x32); /1l Calls YtoX32 to conpute y32**x32.
YtoX( y64, x64 ); // Calls YtoX64 to conpute y64**x64.
YtoX( y80, x80 ); /1 Calls YtoX80 to conpute y80**x80.

11.5 Sample Program

This chapter presents a simple Veese Polish Notation” calculator that demonstrates the use of the
80x86 FPU. In addition to demonstrating the use of the FPU, this sample program also introduces a fe
routines from the HLA Standard Libragpeciftally thearg.c, arg.v, andconv.strfoFlt routines.

The HLA Standard Library caersions module (“canhhf”) contains dozens of procedures that trans
late data betweeravious formats A large percentage of these routinesvarhdata between some internal
numeric form and a corresponding string formahe conv.strToFlt routine, as its name suggests, \cois
string data to adlating point alue. The prototype for this function is the folking:
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procedure conv.strToFl t( s:string; index:dword );

The first parameter is the string containing the textual representation of the floating point value. The second
parameter contains an index into the string where the floating point text actually begins (ustuiatigxthe
parameter is zero if the string contains nothing but the floating point text)contastrToFl{procedure will

attempt to convert the specified string to a floating point number. If there is a problem, this function will
raise an appropriate exception (egy.ConversionErroy. In fact, the HLAstdinroutines that read floating

point values from the user actually read string data and call this same procedure to convert that data to a
floating point value; hence, you should protect this procedure call with a TRY..ENDTRY statement exactly
the same way you protect a callstolin.getor stdin.getf If this routine is successful, it leaves the converted
floating point value on the top of the FPU stack.

The HLA Standard Library contains numerous other procedures that convert textual data to the corre-
sponding internal format. Examples includav.strToi8, corv.strToil6, cow.strfoi32, con.strToi64, and
more. See the HLA Standard Library documentation for more details.

This sample program also uses #ing.c andarg.v routines from the HLA Standard Librasytommand
line aguments module (“gs.hhf”). These functions prade access to thexefollowing the program name
when you run a program from the command line proripis calculator program, foxample, &pects the
user to supply the desired calculation on the command line immediately after the program oraexam-F
ple to add the tevvalues 18 and 22 togethgou'd specify the follaving command line:

rpncalc 18 22 +

The tet “18 22 +”is an example of threemmand line parameterdPrograms often use command line
parameters to communicate filenames and other data to the application. For example, the HLA compiler
uses command line parameters to pass the names of the source files to the compiler. The rpncalc program
uses the command line to pass the RPN expression to the calculator.

The arg.c function (“agument count”) returns the number of parameters on the commandrhe.
function returns the count in the EAXgister It does not hae ary parameters. In general, you can proba
bly assume that the maximum possible number of command Gnenants is between 64 and 128. Note
that the operating system counts the progsamme on the command line in thiguament count.There
fore, this \alue will alvays be one or greatellf arg.c returns one, then there are ndrea command line
parameters; the single item is the progsaname.

A program that xpects at least one command line parameter showbd/alcallarg.c and \erify that it
returns the alue two or greater Programs that process command line parameters typigatiyte a loop of
some sort thatx@cutes the number of times speifibyarg.c’'s return alue. Of course, when you use
arg.c's return alue for this purpose, ddrforget to subtract one from the return result to account for the pro
gram’s name (unless you are treating the program name as one more parameter).

The arg.v function returns a string containing one of the progsac@dmmand line guments. This
function has the folling prototype:

procedure arg.v( index:uns32 );

The index parameter specé#s which command line parameter you wish to negrieThe \alue zero
returns a string containing the programame.The \alue one returns thedt command line parameter fol
lowing the prograns name.The \alue two returns a string containing the second command line parameter
following the prograns name. Etc.The \alue you preide as a parameter to this function muadt ih the
range Oarg.c()-1 orarg.v will raise an gception.

Thearg.v procedure allocates storage for the string it returns on the heap by calling stralloc. It returns a
pointer to the allocated string in the EAXjigter Don't forget to callstrfreeto return the storage to the sys
tem after you are done processing the command line parameter

Well, without further ado, here is the RPN calculator program that uses the aforementioned functions.

// This sanpl e program denonstrates how to use
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the FPU to create a sinple RPN cal cul ator.
This programreads a string fromthe user
and “parses” that string to figure out the
calculation the user is requesting. This
program assunes that any item begi nning
with a nuneric digit is a nuneric operand
to push onto the FPU stack and all ot her
itens are operators.
Exanpl e of typical user input:

calc 123.45 67.89 +
The program responds by printing

Result = 1.91340000000000000e+2

Qurrent operators supported:
+ - *
Qurrent functions supported:

sin sqgrt

program RPNcal cul at or;
#incl ude( “stdlib.hhf” )

static

argc: uns32;
cur Qperand: string;
|tensOnStk: uns32;
real Rslt: real 80;

/'l The following function converts an
/1 angle (in STO) fromdegrees to radians.
/1 1t leaves the result in STO.

procedur e DegreesToRadi ans; @odi spl ay;
begi n DegreesToRadi ans;

fld( 2.0 ); // Radians = degrees*2*pi/360.0
ful ();

fldpi ();

ful ();

fld( 360.0);

fdiv();

end DegreesToRadi ans;

begi n RPNcal cul at or;
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finit();

/1 Ckay, extract the itens fromthe Wndows
// CND.EXE command |ine and process them

arg.c();
if( eax <= 1) then

stdout. put ( “Usage: ‘rpnCalc <rpn expression>" nl );
exit RPNcal cul ator;

endif;
/1 ECX hol ds the index of the current operand.
Il 1temsOnStk keeps track of the nunber of numeric operands

/1 pushed onto the FPU stack so we can ensure that each
/1 operation has the appropriate nunber of operands.

nov( eax, argc );
mov( 1, ecx );
mov( 0, ItensOnStk );

/1 The followi ng | oop repeats once for each itemon the
/1 command |ine:

while( ecx < argc ) do

/1 Get the string associated with the current item

arg.v( ecx ); /1 Note that this nmalloc’s storage!

nov( eax, curQperand );

/1 1f the operand begins with a nureric digit, assune

/1l that it’s a floating point nunber.

if( (type char [eax]) in ‘0 .."9 ) then

try

/1 Convert this string representation of a nureric
// value to the equivalent real value. Leave the
// result on the top of the FPU stack. Al so, bunp
/'l TtemsOnStk up by one since we're pushing a new

/]l itemonto the FPU stack.

conv. strToFl t( curQperand, 0 );
inc( ltemsOnStk );

exception( ex. ConversionError )

stdout. put (“Illegal floating point constant” nl );
exit RPNcal cul at or;

anyexception
st dout . put
(

“Exception “,
(type uns32 eax ),
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* while converting real constant”
nl
)

exit RPNcal cul ator;

endtry;

/1l Handl e the addition operation here.

el seif( str.eq( curQperand, “+" )) then
// The addition operation requires two
/| operands on the stack. Ensure we have
/1 two operands before proceedi ng.

if( ltensnStk >= 2 ) then

fadd();
dec( ItensCnStk ); // fadd() renoves one operand.

el se

stdout.put( “‘+ operation requires two operands.” nl );
exit RPNcal cul ator;

endi f;
/1 Handl e the subtraction operation here. See the comments
/1 for FADD for nore details.
elseif( str.eq( curQperand, “-” )) then

if( ltensnStk >= 2 ) then

fsub();
dec( lItensnStk );

el se

stdout.put( “‘-’ operation requires two operands.” nl );
exit RPNcal cul ator;

endi f;
/1 Handle the nmultiplication operation here. See the comments
/1 for FADD for nore details.
elseif( str.eq( curQperand, “*” )) then

if( ltensnStk >= 2 ) then

frul ();
dec( lItensnStk );

el se

stdout.put( “‘*’ operation requires two operands.” nl );
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exit RPNcal cul ator;
endi f;
/1 Handl e the division operation here. See the comments
/1 for FADD for nore details.
elseif( str.eq( curQperand, “/” )) then
if( ltensCnStk >= 2 ) then

fdiv();
dec( lItensnStk );

el se

stdout.put( “‘/’ operation requires two operands.” nl );
exit RPNcal cul ator;

endif;

/1 Provide a square root operation here.
elseif( str.eq( curQperand, “sqrt” )) then

/1 Sgrt is a nmonadic (unary) function. Therefore
/1 we only require a single itemon the stack.

if( ItensOnStk >= 1) then
fsart();

el se
st dout . put

(

“SQRT function requires at |east one operand.”
nl
)

exit RPNcal cul ator;

endi f;

/1 Provide the SINE function here. See SQRT comments for details.
elseif( str.eq( curQperand, “sin” )) then
if( ltensnStk >= 1) then

Degr eesToRadi ans() ;
fsin();

el se

stdout. put( “SIN function requires at |east one operand.” nl );
exit RPNcal cul at or;
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endi f;

el se

stdout.put( “*”, curQperand, “‘ is an unknown operation.” nl );

exit RPNcal cul at or;
endi f;
/1 Free the storage associated with the current item
strfree( curQperand );
/1 Move on to the next itemon the conmand |ine:
inc( ecx );

endwhi | e;
if( ltensOnStk = 1) then

fstp( realRslt );

stdout.put( “Result =*“, real Rslt, nl );
el se

stdout. put( “Syntax error in expression. ItensOnStk=", ItemsOStk,
endi f;

end RPNcal cul ator;

Volume Three

nl);

Program 11.1 A Floating Point Calculator Program

11.6

Page646

Putting It All Together

Between the FPU and the HLA Standard Libydligating point arithmetic is actually quite simple. In
this chapter you learned about theafing point instruction set and you learneavho corvert arithmetic
expressions imolving real arithmetic into a sequence afafiing point instructionsThis chapter also pre
sented seeral transcendental functions that the HLA Standard Librarigee. Armed with the informa
tion from this chapteryou should be able to deal witlodking point gpressions just as easily as gee
expressions.
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