Memory Access and Organization

Memory Access and Organization Chapter Two

2.1 Chapter Overview

In earlier chapters you wahow to declare and access simphriables in an assembly language-pro
gram. In this chapter you will learn\wdhe 80x86 CPUs actually access memory (eagiables).You will
also learn ha to eficiently oganize your ariable declarations so the CPU can access thsterf In this
chapter you will also learn about the 80x86 stack amdtbananipulate data on the stack with some 80x86
instructions this chapter introduces. Fingjlgu will learn about dynamic memory allocation.

2.2  The 80x86 Addressing Modes

The 80x86 processors let you access memory iry rdéferent ways. Until nav, youve only seen a
single way to access aaviable, the so-calledisplacement-onladdressing mode that you can use to access
scalar ariables. Ny it's time to look at the mardifferent ways that you can access memory on the 80x86.

The 80x86memory add¥ssing modeprovide flexible access to memargllowing you to easily access
variables, arrays, records, pointers, and other congala types. Mastery of the 80x86 addressing modes is
the frst step twards mastering 80x86 assembly language.

When Intel designed the original 8086 procestmy provided it with a féxible, though limited, set of
memory addressing modes. Intel addedss nev addressing modes when it introduced the 80386 micro
processarNote that the 80386 retained all the modes of theiqure processors. kaver, in 32-bit ewi-
ronments lile Win32, BeOS, and Linux, these earlier addressing modes arenyotiseful; indeed, HLA
doesnt even support the use of these o|ds-bit only addressing modes.ofunately anything you can do
with the older addressing modes can be done with thexddressing modes as weNé¢a betteras a matter
of fact). Therefore, you wn't need to bother learning the old 16-bit addressing modes ongddgh-per
formance processors. Dedp in mind, havever, that if you intend to wrk under MS-DOS or some other
16-bit operating system, you will need to study up on those old addressing modes.

2.2.1 80x86 Register Addressing Modes

Most 80x86 instructions can operate on the 80x&@&neral purpose gster set. By specifying the
name of the mgister as an operand to the instruction, you may access the contents afisiett Gonsider
the 80x86 M (move) instruction

nov( source, destination );
This instruction copies the data from tbeurce operand to thelestinationoperand.The eight-bit,

16-bit, and 32-bit rgisters are certainlyalid operands for this instructiomhe only restriction is that both
operands must be the same sizewN&t's look at some actual 80x86 MGnstructions:

nov( bx, ax ); /1 Copies the value fromBX into AX
nov( al, dl ); /1 Copies the value fromAL into DL
nov( edx, esi ); // Copies the value fromEDX into ESI
nmov( bp, sp); /1 Copies the value fromBP into SP
mov( cl, dh); /1 Copies the value fromCL into DH
nov( ax, ax ); I/l Yes, this is legal!

Rememberthe registers are the best place to keep often used variables. As you'll see a little later, instruc
tions using the registers are shorter and faster than those that access memory. Throughout this chapter you'll
see the abbreviated operameigandr/m (register/memory) used wherever you may use one of the 80x86'’s
general purpose registers.
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2.2.2 80x86 32-bit Memory Addressing Modes

The 80x86 preides hundreds of dérent ways to access memofihis may seem lik quite a bit at fst,
but fortunately most of the addressing modes are singpiants of one another so yhee very easy to learn.
And learn them you shouldhe ley to good assembly language programming is the proper use of memory
addressing modes.

The addressing modes pided by the 80x86dmily include displacement-onlpase, displacement

plus base, base plus in@el, and displacement plus base plusxedeVariations on theseviée forms pre
vide the man different addressing modes on the 80x86. See, from 286 tidfive. It's not so bad after all!

2.2.2.1 The Displacement Only Addressing Mode

The most common addressing mode, and the one tetiest to understand, is thgplacement-only
(or direc)) addressing modé&he displacement-only addressing mode consists otit 8@nstant that spec
ifies the address of the gat location. Assuming that ariableJ is anint8 variable allocated at address
$8088, the instructiofimov( J, al );” loads theAL register with a cop of the byte at memory location
$8088. Lilewise, ifint8 variableK is at address $1234 in memgttyen the instruction “mdq dl, K );” stores
the walue in the DL rgister to memory location $1234 (deigure 2.).

AL — $8088 (Address of J)
mov( J, al );
DL —_— $1234 (Address of K)
mov( dI, K);
Figure 2.1 Displacement Only (Direct) Addressing Mode

The displacement-only addressing mode is perfect for accessing simple agalaes.

Intel named this the displacement-only addressing mode because a 32-bit constant (displacement) fol
lows theMQV opcode in memory On the 80x86 processors, this displacement isfaatdfom the bgin-
ning of memory (that is, address zerdhe examples in this chapter will typically access bytes in memory
Don't forget, havever, that you can also accesends and double @rds on the 80x86 processors (Bégure

2.2).
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| $1235
AX < | $1234 (address of K)
mov( K, ax ); T =
$1003
$1002
EDX ol $1002

$1000 (address of M)

mov( edx, M);

Figure 2.2 Accessing a Word or DWord Using the Displacement Only Addressing Mode

2.2.2.2 The Register Indirect Addressing Modes

The 80x86 CPUs let you access memory indirectly througgistee using the gister indirect address
ing modesThe term indirect means that the operand is not the actual addresghbythe operand’ value
specifes the memory address to use. In the case of gieenreindirect addressing modes, thgisters
value is the memory location to acces®r &ample, the instruction “nmq eax, [ebx] );” tells the CPU to
store EAXS \value at the location whose address is in EBX (the squaregisamiound EBX tell HLA to use
the r@ister indirect addressing mode).

There are eight forms of this addressing mode on the 80x86, best demonstrated bynting fiokktruc
tions:

nov( [eax], al )
nov( [ebx], al )
nov( [ecx], al )
nov( [edx], al );
nov( [edi], al )
mov( [esi], al )
nov( [ebp], al )
nov( [esp], al )

These eight addressing modes reference the memory location ds#tdamfnd in the register enclosed by
brackets (EAX, EBX, ECX, EDX, EDI, ESI, EBP, or ESP, respectively).

Note that the register indirect addressing modes require a 32-bit register. You cannot specify a 16-bit or
eight-bit register when using an indirect addressing ﬂloﬂ'echnically you could load a 32-bit géster
with an arbitrary numericalue and access that location indirectly using tlygster indirect addressing
mode:

nov( $1234_5678, ebx );
nov( [ebx], al ); /1 Attenpts to access |ocation $1234_5678.

Unfortunately (or fortunate)ydepending on how you look at it), this will probably cause the operating sys
tem to generate a protection fault since it's not always legal to access arbitrary memory locations.

1. Actually, the 80x86 does support addressing modes involving certain 16-bit registers, as mentioned earlier. However, HLA
does not support these modes and they are not particularly useful under 32-bit operating systems.
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The raister indirect addressing mode has lots of u¥si can use it to access data referenced by a
pointer you can use it to step through array data, and, in general, you can use \tevlgeneneed to mad
ify the address of aaviable while your program is running.

The raister indirect addressing mode yides an gample of saanonymousariable. When using the
register indirect addressing mode you refer to thley of a ariable by its numeric memory address (e.g.,
the \alue you load into a gister) rather than by the name of tlagiable. Hence the phrase ayomus \ari-
able.

HLA provides a simple operator that you can use te thk address of a ATIC variable and put this
address into a 32-bitgester This is the “&” (address of) operator (note that this is the same symbol that
C/C++ uses for the address-of operatdrhe folloving example loads the address @friableJ into EBX
and then stores thele in EAX intoJ using the rgister indirect addressing mode:

nmov( &J, ebx ); /! Load address of J into EBX
nmov( eax, [ebx] ); /| Store EAX into J.

Of course, it wuld have been simpler to store the value in EAX directlydmégher than using two instruc

tions to do this indirectly. However, you can easily imagine a code sequence where the program loads one of
several different addresses into EBX prior to the execution of the “mov( eax, [ebx]);” statement, thus storing
EAX into one of several different locations depending on the execution path of the program.

Warning: the “&” (address-of) operator is not a general address-of operator like the “&” operator in C/C++.
You may only apply this operator to static variahlei$ cannot be applied to generic addregzessions or
other types of variables. For more information on taking the address of such objet@htageng the
Address of a Memory Object” on pa@@l

2.2.2.3 Indexed Addressing Modes

The indexed addressing modes use the folltg syntax:

mov( VarNane[ eax ], al );
nmov( VarNane[ ebx ], al )
nov( VarNane[ ecx ], al )
nov( VarNane[ edx ], al )
nov( VarNane[ edi ], al );
nov( VarNane[ esi ], al )
mov( VarNane[ ebp ], al )
nmov( VarNane[ esp ], al )

VarNameis the name of somesiable in your program.

The indexed addressing mode computesediective addess by adding the address of the spedfi
variable to the alue of the 32-bit gister appearing inside the square bedsk This sum is the actual
address in memory that the instruction will access. SarMameis at address $1100 in memory and EBX
contains eight, then “nw§ VarName[ ebx ], al );” loads the byte at address $1108 intAlthegister (see
Figure 2.3.

2. Note: the term “static” here indicates @A$TC, READONLY, or STORAGE object.
3. The effective address is the ultimate address in memory that an instruction will access, once all the address caéculations a
complete.
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mov( VarName[ ebx ], al);

_:$1108—> AL

EBX | $08 + E =)

This is the

[Yerane }——e- S0 e

Figure 2.3 Indexed Addressing Mode

The indexed addressing mode is really handy for accessing elements of afcaywill see ha to use
this addressing mode for that purpose a little later in thts felittle later in this chapter you will see Wwo
to use the indeed addressing mode to step through dataes in a table.

2.2.2.4 Variations on the Indexed Addressing Mode

There are tw important syntacticalariations of the indeed addressing mode. Both forms generate the
same basic machine instructionst their syntax suggests other uses for thasiants.

The frst variant uses the folleing syntax:
nmov( [ ebx + constant ], al );
nmov( [ ebx - constant ], al );

These ramples use only the EBX register. However, you can use any of the other 32-bit general purpose
registers in place of EBX. This addressing mode computes its effective address by adding the value in EBX
to the specified constant, or subtracting the specified constant from EBKi¢Bex2.4andFigure 2.5.
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mov( [ ebx + constant ], al );

EBX .
Figure 2.4 Indexed Addressing Mode Using a Register Plus a Constant
EBX — P

"
'y
17/

—>- I —| AL

mov( [ ebx - constant], al );

Figure 2.5 Indexed Addressing Mode Using a Register Minus a Constant

This particular ariant of the addressing mode is useful if a 32-lgister contains thbase addessof a
multi-byte object and you wish to access a memory location some number of bytes before or after that loca
tion. One important use of this addressing mode is accesslitg dif a record (or structure) when yowdna
a pointer to the record datéou’ll see a little later in this k& that this addressing mode is alseailiable for
accessing automatic (localables in procedures.

The secondariant of the indeed addressing mode is actually a combination of theéqure two forms.
The syntax for thisersion is the follwing:

nov( VarNane[ ebx + constant ], al );
mov( VarNarme[ ebx - constant ], al );

Once agin, this example uses only the EBX register. You may, however, substitute any of the 32-bit general
purpose registers in place of EBX in these two examples. This particular form is quite useful when access
ing elements of an array of records (structures) in an assembly language program (more on that in a few
chapters).

These instructions compute their effective address by adding or subtractiogstentvalue fromvar-
Nameand then adding thealue in EBX to this result. Note that HLA, not the CPU, computes the sum or
difference oVarNameandconstant The actual machine instructions &baontain a single constardlue
that the instructions add to thelue in EBX at run-time. Since HLA substitutes a constanvdoXame it
can reduce an instruction of the form

nov( VarNane[ ebx + constant], al );

to an instruction of the form:
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nov( constantl] ebx + constant2], al );

Because of the ay these addressing modes work, this is semantically equivalent to

nmov( [ebx + (constantl + constant2)], al );

HLA will add the two constants together at compile time, effectively producing the following instruction:

nov( [ebx + constant_sunj, al );

So, HLA corverts the first addressing mode of this sequence to the last in this sequence.

Of course, there is nothing special about subtraction. You can easily convert the addressing mode
involving subtraction to addition by simply taking the two’s complement of the 32-bit constant and then add-
ing this complemented value (rather than subtracting the uncomplemented value). Other transformations
are equally possible and legal. The end result is that these three variations on the indexed addressing mode
are indeed equivalent.

2.2.2.5 Scaled Indexed Addressing Modes

The scaled indeed addressing modes are similar to thexedeaddressing modes withdwlifferences:
(1) the scaled inded addressing modes allyou to combine tw registers plus a displacement, and (2) the
scaled indeed addressing modes let you multiply the indgister by a (scalingkgttor of one, tw, four, or
eight. The allavable forms for these addressing modes are

Var Narre[ | ndexRegz,*scal e ]
Var Nane[ | ndexRegs,*scal e + di spl acenent ]
Var Narre[ | ndexRegs,*scal e - di spl acenent ]

[ BaseReg3, + I ndexRegz,*scal e ]
[ BaseRegz, + | ndexRegz,*scal e + di splacerment ]
[ BaseRegs, + I ndexRegs,*scal e - displacenent ]

Var Narre[ BaseRegs, + | ndexRegs,*scal e ]
Var Nane[ BaseRegs, + | ndexRegs,*scal e + di spl acenent ]
Var Nare[ BaseRegs, + | ndexRegz,*scal e - di spl acenent ]

In these gamplesBaseReg, represents angeneral purpose 32-bit registerilexReg, represents angen
eral purpose 32-bit register except ESP, snalemust be one of the constants: 1, 2, 4, or 8.

The primary difference between the scaled indexed addressing mode and the indexed addressing mode
is the inclusion of théndexRey3,*scale component.The efective address computation istended by add
ing in the \alue of this n& register after it has been multiplied by the spedifcalingdctor (sed-igure 2.6
for an ekample ivolving EBX as the basegister and ESI as the indeegister).
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mov( VarName[ ebx + esi*scale ], al );

Figure 2.6 The Scaled Indexed Addressing Mode

In Figure 2.6 suppose that EBX contains $100, ESI contains $20Varidameis at base address
$2000 in memorythen the follaving instruction:

nov( VarNane[ ebx + esi*4 + 4], al );

will move the byte at address $2184 ($1000 + $100 + $20*4 + 4) into the AL register.

The scaled indexed addressing mode is typically used to access elements of arrays whose elements are
two, four, or eight bytes each. This addressing mode is also useful for access elements of an array when you
have a pointer to the beginning of the array.

Warning: although this addressing mode containsaoable components (the base and indagis-
ters), dont get the impression that you use this addressing mode to access elements-dinaetvgional
array by loading the tavarray indices into the twregisters. Two-dimensional array access is quite a bit
more complicated than thig\ later chapter in this % will consider multi-dimensional array access and dis
cuss hw to do this.

2.2.2.6  Addressing Mode Wrap-up

Well, believe it or not, yowe just learned seral hundred addressing modeBhat wasnt hard naev,
was it? If youte wondering where all these modes came from, just consideadhthét the igister indirect
addressing mode idna single addressing modeytkeight diferent addressing modes\aiving the eight
different rgisters). Combinations ofgisters, constant sizes, and othaatérs multiply the number of pos
sible addressing modes on the system.ad, fyou only need to memorize less than tlezen forms and
you've got it made. In practice, ydluuse less than half thevailable addressing modes inyagiven pro
gram (and manaddressing modes you mayaeuse at all). So learning all these addressing modes is actu
ally much easier than it sounds.

2.3

Run-Time Memory Organization

An operating system l&k Linux orWindows tends to put dérent types of data into dérent sections
(or sgments) of main memonAlthough it is possible to recogfire memory to your choice by running the
Linker and specify arious parameters, by @efit Windows loads an HLA program into memory using the
following basic aganization (Linux is similarthough it rearranges some of the sections):
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High Addresses o )
Storage (uninitialized ) variables

Static variables

Read-only data

- Constants (not user accessible)

Code (program instructions )

Heap (Default Size = 16 MB ytes )

Stack (Default Size = 16 MB ytes )
Adrs=$0 Reserved by O/S (Typically 128 KBytes)

Figure 2.7 Win32 Typical Run-Time Memory Organization

The lavest memory addresses are resdrly the operating system. Genetaftlyur application is not
allowed to access data (oxezute instructions) at theviest addresses in memorne reason the O/S
resenes this space is to help trefLL pointer references. If you attempt to access memory location zero,
the operating system will generategeteral protectioraiult” meaning yowe accessed a memory location
that doesit’ contain \alid data. Since programmers often initialize pointers to NULL (zero) to indicate that
the pointer is not pointing gwhere, an access of location zero typically means that the programmer has
made a mistakand has not properly initialized a pointer togalénon-NULL) \value. Also note that if you
attempt to use one of the 80x86 sixteen-bit addressing modes (HLA tdakam’this, hut were you to
encode the instruction yourself andeeute it...) the address willvedys be in the range 0..$1FFEEThis
will also access a location in the resgharea, generating aufit.

The remaining six areas in the memory map hol@int types of data associated with your program.
These sections of memory include the stack section, the heap section, the code section, the READONL
section, the SATIC section, and the SIRAGE section. Each of these memory sections correspond to
some type of data you can create in your HLA prograhte folloving sections discuss each of these sec
tions in detail.

231

The Code Section

The code section contains the machine instructions that appear in an HLA program. HLA translates
each machine instruction you write into a sequence of one or moredbyés.vThe CPU interprets these
byte \alues as machine instructions during prograscetion.

By default, when HLA links your program it tells the system that your programx@ue instructions
out of the code ggnent and you can read data from the cogensat. Note, specdally, that you cannot
write data to the code gment. The operating system will generate a general proteciahif you attempt
to store ap data into the code gment.

4. It's $1FFFE, not $FFFF because you could use the indexed addressing mode with a displacement of $FFFF along with the
value $FFFF in a 16-bit register.
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Remembermachine instructions are nothing more than data bytes. In th@arcould write a pro
gram that stores datalies into memory and then transfers control to the data it just wrote, thereby produc
ing a program that writes itself as eeutes. This possibility produces romantic visions Auttifi cially
Intelligent programs that modify themses$/to produce some desired result. In real life, tleetsb some
what less glamorous.

Prior to the popularity gfrotected mode opating systemslike Windows and Linux, a program could
overwrite the machine instructions duringeeution. Most of the time thisas caused by defects in a pro
gram, not by some supsmart artiftial intelligence programA program vould bejin writing data to some
array anddil to stop once it reached the end of the amagntually awerwriting the &ecuting instructions
that male up the program. &f from imprwing the quality of the code, such a defect usually causes the pro
gram to &il spectacularly

Of course, if a feature ivailable, someone is bound to ¢éakdwantage of it. Some programmeryéa
discovered that in some special cases, useifmodifying codehat is, a program that modisi its machine
instructions during »ecution, can produce slighthadter or slightly smaller programs. Unfortunately
self-modifying code is ery difficult to test and dely. Gven the speed of modern processors combined
with their instruction set and widanety of addressing modes, there is almost no reason to use self-modify
ing code in a modern program. Indeed, protected mode operating systetiauik andWindows male it
difficult for you to write self modifying code.

HLA automatically stores the data associated with your machine code into the code section. In addition
to machine instructions, you can also store data into the code section by using thengollo
pseudo-opcodes:

e hyte

e word

e dword
e uns8

e unsl6
e uns32
e int8

e intl6

e in32

e boolean
e char

The syntax for each of thepseudo-opcodéss exemplified by the follwing BYTE statement:

byte comma_separated |ist_of _byte constants ;

Here are somexamples:

bool ean true;

char A

byt e 0,1,2;

byt e “Hello”, O
wor d 0, 2;

int8 -5;

uns32 356789, O;

If more than onealue appears in the list odlues after the pseudo-opcode, HLA emits each sugeessi
value to the code stream. So thetfbytestatement ab@ emits three bytes to the code stream, #hges
zero, one, and tw If a string appears within a byte statement, HLA emits one byte of data for each charac
ter in the string.Therefore, the second byte statementvalEmits six bytes: the characters ‘H’, ‘e’, ‘I', ‘I,
and ‘o', followed by a zero byte.

5. A pseudo-opcode is a data declaration statement that emits data to the code section, but isn’'t a true machine instruction
(e.g., BYTE is a pseudo-opcode, MOV is a machine instruction).
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Keep in mind that the CPU will attempt to treat data you emit to the code stream as machine instructions
unless you tad special care not to allothe execution of the data. df example, if you write something kk

the following:
nov( 0, ax );
byte 0,1, 2, 3;
add( bx, cx );

Your program will attempt to execute the 0, 1, 2, and 3 byte values as a machine instruction after executing
the MOV. Unless you know the machine code for a particular instruction sequence, sticking such data values
into the middle of your code will almost always produce unexpected results. More often than not, this will
crash your program. Therefore, you should never insert arbitrary data bytes into the middle of an instruction
stream unless you know exactly what executing those data values will do in your ﬁrogram

2.3.2 The Static Sections

In addition to declaring stati@viables, you can also embed lists of data into ter'8T memory sg-
ment. You use the same technique to embed data into yAAFISTsection that you use to embed data into
the code section: you use twgte word, dword, uns32 etc., pseudo-opcodes. Consider the fahg exam-

ple:
static
b: byte := 0;
byte 1, 2, 3;
u: uns32 :=1;
uns32 5, 2, 10;
c: char;
char ‘a’, ‘b, ‘c’, ‘d, ‘e, ‘f';

bn: bool ean;
bool ean true;

Data that HLA writes to the &IIC memory sgment using these pseudo-opcodes is written to the
sgment after the precedin@nables. Br example, the bytealues one, te, and three are emitted to the
STATIC section afteb’s zero byte in thexample abwge. Since there ardrary labels associated with these
values, you do not ka direct access to thesalwes in your programThe section on addresspgessions,
later in this chaptemwill discuss hav to access thesatea values.

In the kamples abee, note that the andbn variables do not h& an (eplicit) initial value. Haovever,
HLA always initializes wariables in the SATIC section to all zero bits, so HLA assigns the NULL character
(ASCII code zero) te as its initial alue. Likewise, HLA assignsdise as the initialalue forbn. In partic
ular, you should note that youasiable declarations in the ATIC section avays consume memargven if
you haren't assigned them an initiahlue. Any data you declare in a pseudo-opcode BY TE will always
follow the actual data associated with tlaeiable declaration.

2.3.3 The Read-Only Data Section

The READONLY data section holds constants, tables, and other data that your program must not
change during progranxecution.You can place read only objects in your program by declaring them in the

6. The main reason for encoding machine code using a data directibgtiie to implement machine instructions that HLA
does not support (for example, to implement machine instructions added after HLA was written but before HLA could be
updated for the new instruction(s).
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READONLY declaration sectionThe READONLY data declaration section igny similar to the SATIC
section with three primary dérences:

 The READONLY section begins with the reserved word READONLY rather than STATIC,
* All declarations in the READONLY section must have an initializer, and
* You are not allowed to store data into a READONLY object while the program is running.

Example:

readonl y
pi: real 32 : = 3.14159;
e: real 32 := 2.71;
MaxUL6: unslé = 65_535;
Max| 16: intle := 32_767;

All READONLY object declarations must have an initializer because you cannot initialize the value under
program control (since you are not allowed to write data into a READONLY object). The operating system
will generate an exception and abort your program if you attempt to write a value to a READONLY object.
For all intents and purposes, READONLY objects can be thought of as constants. However, these constants
consume memory and other than the fact that you cannot write data to READONLY objects, they behave
like, and can be used like, STATIC variables. Since they behave like STATIC objects, you cannot use a
READONLY object everywhere a constant is allowed; in particular, READONLY objects are memory
objects, sr? you cannot supply a READONLY object and some other memory object as the operand to an
instructior.

The READONLY resened word allavs an alignment parametgust like the SATIC keyword (See
“HLA Support for DataAlignment” on pagel46). You may also place th&LIGN directive in the REA
DONLY section in order to align indidual objects on a speafboundary The folloving example demon
strates both of these features in the READ®NEction:

readonly( 8)

pi: real 64 := 3.14159265359;
aChar: char =‘a;

align(4);

d: dword : = 4;

Note that, also li& the STATIC section, you may embed data values in the READONLY section using the
BYTE, WORD, DWORD, etc., data declarations, e.g.,

readonl y
roArray: byte := 0;
byte 1, 2, 3, 4, 5;
gwval : dword : = 1,
dword O;

234

The Storage Section

The READONLY section requires that you initialize all objects you decldiiee SATIC section lets
you optionally initialize objects (or lea them uninitialized, in which case jhieave the dedult initial value
of zero). The STORAGE section completes the initializationveoage: you use it to declaranables that
are alvays uninitialized when the programdies running. The STORAGE section bgins with the “stor
age” resergd word and then containsaxiable declarations that are identical to those appearing in the
STATIC section gcept that you are not alled to initialize the object. Here is axaenple:

st orage
Uni ni t Uns32: uns32;

7.MOQV is an exception to this rule since HLA emits special code for memory to memory move operations.
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i: int32;
character: char;
b: byt e;

Linux andWindows will initialize all storage objects to zero whenyth@ad your program into memory
However, it's probably not a good idea to depend upon this implicit iniitialization. If you need an object ini
tialized with zero, declare it in a &TIC section and>licitly set it to zero.

Variables you declare in the SRAGE section may consume less disk space inxbeutable fe for
the program.This is because HLA writes out initiadlues for READONY and SATIC objects to thexe-
cutable fie, kut uses a compact representation for uninitializethbles you declare in the SRAGE see
tion.

Like the SATIC and READONL sections, you can supply an alignment parameter after tO&RST
AGE keyword and theALIGN directive may appear within the ®RAGE section $ee “HLA Support for
DataAlignment” on pagel46). Of course, aligning your data can produzstdr access to that data at the
expense of a slightly lger STORAGE section. The folloving example demonstrates the use of these tw
features in the STRAGE section:

storage( 4 )

d: dwor d;
b: byt e;
align(2);

W, wor d;

Since the SDRAGE section does not allow initialized values, ymmnnotput unlabelled values in the
STORAGE section using the BYTE, WORD, DWORD, etc., data declarations.

2.3.5

The @NOSTORAGE Attribute

The @NOSDRAGE attritute lets you declareaviables in the static data declaration sections (i.e.,
STATIC, READONLY, and SDORAGE) without actually allocating memory for thariable. The @NOS$S
TORAGE option tells HLA to assign the current address in a data declaration sectioari@bbe vt not
allocate ap storage for the objeciTherefore, thatariable will share the same memory address as ttie ne
object appearing in theaviable declaration section. Here is the syntax for the @NBRAGE option:

vari abl eNane: var Type; @ost or age;

Note that you follav the type name with “@nostorage;” rather than some initial value or just a semicolon.
The following code sequence provides an example of using the @NOSTORAGE option in the READONLY
section:

readonl y
abcd: dword; nostorage;
byt e ‘ av , . b1 , . C) , 3 d) ;

In this xkample,abcdis a double word whose L.O. byte contains 97 (‘a’), byte #1 contains 98 (‘b’), byte #2
contains 99 (‘c’), and the H.O. byte contains 100 (‘d’). HLA does not reserve storagedbcthariable,
so HLA associates the following four bytes in memory (allocated by the BYTE directivedheith

Note that the @NOSTORAGE attribute is only legal in the STATIC, STORAGE, and READONLY sec-
tions. HLA does not allow its use in the VAR section.

2.3.6

The Var Section

HLA provides another ariable declaration section, tNMAR section, that you can use to creats#o-
matic variables. Your program will allocate storage fautomatic @riables whener a program unit (i.e.,
main program or procedure)dirs eecution, and it will deallocate storage for automasidables when
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that program unit returns to its callédf course, anautomatic ariables you declare in your main program
have the saméfetime® as all the SATIC, READONLY, and SDRAGE objects, so the automatic allocation
feature of the/AR section is vasted on the main program. In general, you should only use automatic
objects in procedures (see the chapter on procedures for details). HuA thiéan in your main progras’
declaration section as a generalization.

Since \ariables you declare in thé\R section are created at run-time, HLA does notaltgtializers
on \variables you declare in this section. So the syntax fovAlResection is nearly identical to that for the
STORAGE section; the only real ¢#frence in the syntax between thetig the use of th€AR resered
word rather than the IRAGE resered word. The follonving example illustrates this:

var
vint: int32;
vChar: char;

HLA allocates variables you declare in thAR section in the stack gment. HLA does not allocate
VAR objects at fied locations within the stackgraent; instead, it allocates thesgigbles in amctivation
recod associated with the current program ufiihe chapter on intermediate procedures will discusgaacti
tion records in greater detail, forwmat is important only to realize that HLA programs use the EBjidter
as a pointer to the current aetiion record.Therefore, aytime you access av object, HLA automatically
replaces theariable name with “[EBP+displacement]”. Displacement is tifigebbf the object in the aeti
vation record.This means that you cannot use the full scaledkediaddressing mode (a basgister plus
a scaled inderegister) withVAR objects becauséAR objects already use the EBRjister as their base
register Although you will not directly use the twrggister addressing modes often, thetfthat th&/AR
section has this limitation is a good reasorvimichusing the/AR section in your main program.

TheVAR section supports the align parameter andMH&N directive, like the other declaration sec
tions, havever, these align directés only guarantee that the alignment within thevatitin record is on the
boundary you specifylf the actvation record is not aligned on a reasonable boundary éylthut possi
ble) then the actuakviable alignment wn'’t be correct.

2.3.7 Organization of Declaration Sections Within Your Programs

The SATIC, READONLY, STORAGE, andvAR sections may appear zero or more times between the
PROGRAM header and the associated BEGIN for the main program. Between thgseiritg in your
program, the declaration sections may appearyroaser as the follwing example demonstrates:

pr ogr am denoDecl ar at i ons;

static
i_static: int32

var
i _auto: int32;
st orage
i_uninit: int32;
readonl y
i _readonly: int32 :=5;
static
j: uns32;
var

8. The lifetime of a variable is the point from which memory is first allocated to the point the memory is deallocated for that
variable.
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k: char;

readonl y
i2:uns8 := 9;

st or age
c: char;

st or age
d: dwor d;

begi n denoDecl ar ati ons;
<< code goes here >>
end denoDecl arati ons;

In addition to demonstrating that the sections may appear in an arbitrarytioisisection also demen
strates that a gén declaration section may appear more than once in your progfhen multiple declara
tion sections of the same type (e.g., the thre@FFAGE sections ab) appear in a declaration section of
your program, HLA combines them into a single seCtion

2.4

Address Expressions

In the section on addressing modes (Sd&e 80x86Addressing Modes” on padé?) this chapter
points out that addressing modesetakcouple generic forms, including:

Var Nanme[ Regss ]
Var Nane[ Regs, + offset ]
Var Nane[ RegNot ESP3,* Scal e ]
Var Nare[ Regz, + RegNot ESP3,*Scal e ]
Var Name[ RegNot ESP3,*Scal e + of fset ]
and
Var Nare[ Regs, + RegNot ESP3,*Scal e + of fset ]

Another Igal form, which isn’t actually a new addressing mode but simply an extension of the displace
ment-only addressing mode is

Var Nane[ of fset ]

This latter @ample computes its fetctive address by adding the (constant$etfwithin the braasts to
the specifed \ariable address. oF example, the instruction “M@(Address[3],AL);" loads theAL register
with the byte in memory that is three bytegdoed theAddressobject.

9. Remember, though, that HLA combirstaticanddatadeclarations into the same memory segment.
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mowv(i[3], AL );
AL <— $1003 (i+3)
$1002
$1001
$1000 (address of I)
Figure 2.8 Using an Address Expression to Access Data Beyond a Variable

It is extremely important to remember that thfsetvalue in these>amples must be a constant. If
Index is anint32 variable, then “driable[Inde&]” is not a leyal speciftation. If you wish to specify an inde
that \aries an run-time, then you must use one of thexgdler scaled inded addressing modes; that is,
ary index that changes at run-time must be held in a general purpose 3@idiitre

Another important thing to remember is that thisetfin “Address[ofset]” is a byte dket. Despite the
fact that this syntax is reminiscent of array kidg in a high lgel language lik C/C++ or Rscal, this does
not properly inde into an array of objects unledsldressis an array of bytes.

This text will consider araddress &pressiorto be ay legal 80x86 addressing mode that includes a dis
placement (i.e.,ariable name) or anfskt. In addition to the alse forms, the follwing are also address
expressions:

[ Regz, + offset ]
[ Regs, + RegNot ESP;,*Scal e + of fset ]

This text will notconsider the following to be address expressions since they do not involve a displacement
or offset component:

[ Regs; |
[ Regz, + RegNot ESP3,* Scal e ]

Address gpressions are special because those instructions containing an adgdressi@n abays
encode a displacement constant as part of the machine instrubtiaiis, the machine instruction contains
some number of bits (usually eight or thirtyeithat hold a numeric constarithat constant is the sum of
the displacement (i.e., the address @saifof the ariable) plus the éet supplied in the addressing mode.
Note that HLA automatically adds thesentvalues together for you (or subtracts thiseffif you use the “-”
rather than “+” operator in the addressing mode).

Until this point, the d&et in all the addressing modeaenples has alays been a single numeric eon
stant. Havever, HLA also allavs aconstant gpressionanywhere an dset is lgal. A constant gpression
consists of one or more constant terms manipulated by operators such as addition, subtraction,-multiplica
tion, division, modulo, and a wideaviety of other operators. Most addresgressions, hoever, will only
involve addition, subtraction, multiplication, and sometimegsiin. Consider the follsing example:

mov( X[ 2*4+1 ], al );

This instruction will mee the byte at addres&+9 into the AL register.
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The \alue of an addresgjgression is alays computed at compile-time vee while the program is run
ning. When HLA encounters the instruction abo it calculates 2*4+1 on the spot and adds this result to
the base address ¥fin memory HLA encodes this single sum (base addressmiis nine) as part of the
instruction; HLA does not emitxé&ra instructions to compute this sum for you at run-time (which is good,
doing so vould be less éitient). Since HLA computes thalue of addressxpressions at compile-time, all
components of thexpression must be constants since HLA cannotianbat the @lue of a ariable will be
at run-time while it is compiling the program.

Address gpressions areery useful for accessing additional bytes in memowpbd a \ariable, partie
ularly when yowe used théyte word, dwod, etc., statements in a 8TC, or READONLY section to tack
on additional bytes after a data declaratioor ésample, consider the folling program:

pr ogr am adr SExpr essi ons;
#include( “stdlib.hhf” );
static
i: int8; @ostorage;
byte 0, 1, 2, 3;

begi n adr sExpr essi ons;

st dout . put

(
“i[o]=", i[o], nl,
“if1=", i[1, nl,
“i[21=", i[2], nl,
“i[31=", i[3], nl

)

end adr sExpr essi ons;

Program 3.1  Demonstration of Address Expressions

Throughout this chapter and those that felimu will see several additional uses of address expressions.

2.5 Type Coercion

Although HLA is fairly loose when it comes to type checking, HLA does ensure that you specify appro
priate operand sizes to an instructioror &ample, consider the folldng (incorrect) program:

program hasErrors;

static
i8: i nt8;
i 16: int16;
i 32: int32;

begi n hasErrors;
nmov( I8, eax );
mov( 116, al );
nmov( 132, ax );

end hasErrors;
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HLA will generate errors for the three MOnstructions appearing in this prograihis is because the
operand sizes do not agre€he frst instruction attempts to me a byte into EAX, the second instruction
attempts to mee a word intoAL and the third instruction attempts to weoa dvord intoAX. The MOV
instruction, of course, requires that itotaperands both be the same size.

While this is a good feature in HIR there are times when it gets in theywof the task at hand.oF
example, consider the folldng data declaration:

static
byt e_val ues: byte; @ostorage;
byt e 0, 1;

nov( byte val ues, ax );

In this example lets assume that the programmer realgnis to load the @rd starting at address
byte valuesn memory into thé\X register because thevant to loadAL with zero andAH with one using
a single instruction. HLA will refuse, claiming there is a type mismatch error (syteevaluess abyte
object andAX is aword object). The programmer could break this intootwstructions, one to loadlL
with the byte at addredsyte valuesand the other to loadH with the byte at addressyte values[1]
Unfortunately this decomposition mak the program slightly lesfiefent (which vas probably the reason
for using the single M@ instruction in the fist place). Somekg it would be nice if we could tell HLA that
we knav what wete doing and we ant to treat théyte valuevariable as avord object. HLAstype coer
cion facilities praide this capability

Type coercioh! is the process of telling HLA that youawt to treat an object as axpécitly specified
type, r@ardless of its actual typélo coerce the type of axiable, you use the folldng syntax:

(type newlypeNane addressi nghbde)

ThenewTypeNameomponent is the metype you wish HLA to apply to the memory location spedifi
by addressingMode You may use this coercion operatoyahere a memory address igdé To correct
the preious example, so HLA doeshtomplain about type mismatches, yoould use the follwing state
ment:

mov( (type word byte val ues), ax );

This instruction tells HLA to load th&X register with the word starting at addrésge_valuesn memory.
Assumingbyte_valuestill contains its initial values, this instruction will load zero into AL and one into AH.

Type coercion is necessary when you specify an anonymous variable as the operand to an instruction
that modifies memory directly (e.g., NEG, SHL, NOT, etc.). Consider the following statement:

not( [ebx] );

HLA will generate an error on this instruction because it cannot determine the size of the memory operand.
That is, the instruction does not supply sufficient information to determine whether the program should
invert the bits in the byte pointed at by EBX, the word pointed at by EBX, or the double word pointed at by
EBX. You must use type coercion to explicitly tell HLA the size of the memory operand when using anony
mous variables with these types of instructions:

not ( (type byte [ebx]) );
not( (type word [ebx]) );
not ( (type dword [ebx]) );

Warning: do not use the type coercion operator unless yow laxactly what you are doing and the
effect that it has on your program. d@ening assembly language programmers often use type coercion as a

10. After all, if the two operand sizes are different this usually indicates an error in the program.
11. Also called type casting in some languages.
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tool to quiet the compiler when it complains about type mismatches without solving the underlying problem.
For example, consider the folldng statement (whergyte\ar is an actual eight-bitariable):

nov( eax, (type dword bytevar) );

Without the type coercion operator, HLA probably complains about this instruction because it attempts to
store a 32-bit register into an eight-bit memory location (assubyiteyaris a byte variable). A beginning
programmer, wanting their program to compile, may take a short cut and use the type coercion operator as
shown in this instruction; this certainly quiets the compiler - it will no longer complain about a type mis
match. So the beginning programmer is happy. But the program is still incorrect, the only difference is that
HLA no longer warns you about your error. The type coercion operator does not fix the problem of attempt
ing to store a 32-bit value into an eight-bit memory location - it simply allows the instruction to store a 32-bit
valuestarting at the addresspecified by the eight-bit variable. The program still stores away four bytes,
overwriting the three bytes followingyteVarin memory. This often produces unexpected results including

the phantom modification of variables in your prog’r%rrAnother, rarer, possibility is for the program to

abort with a general protection fault. This can occur if the three bytes folltwiagarare not allocated in

real memory or if those bytes just happen to fall in a read-only segment in memory. The important thing to
remember about the type coercion operator is this: “If you can’t exactly state the affect this operator has,
don’t use it.”

Also keep in mind that the type coercion operator does not perform any translation of the data in mem-
ory. It simply tells the compiler to treat the bits in memory as a different type. It will not automatically sign
extend an eight-bit value to 32 bits nor will it convert an integer to a floating point value. It simply tells the
compiler to treat the bit pattern that exists in memory as a different type.

2.6

Register Type Coercion

You can also cast agister as a speaifitype using the type coercion operatdy defult, the eight-bit
registers are of typbyte the 16-bit rgisters are of typaord, and the 32-bit igisters are of typeword.
With type coercion, you can cast gisder as a diérent typeas long as the size of thewméype grees with
the size of theegister This is an important restriction that does not apply when applying type coercion to a
memory \ariable.

Most of the time you do not need to coercegister to a diierent type. After all, asbyte word, and
dword objects, thg are already compatible with all one,awand four byte objects. Mever, there are a
few instances where gester type coercion is handij not davnright necessary Two examples include
boolean gpressions in HLA high ieel language statements (e.g., IF 8dILE) and reister 1/O in thestd
out.putandstdin.get (and related) statements.

In boolearexpressionsbyte word, anddword objects are atays treated as unsignealwes. Therefore,
without type coercion gaster objects arewhys treated as unsignedlwes so the boolearmession in the
following IF statement is alays flse (since there is no unsignedue less than zero):

if( eax <0 ) then
stdout. put( “EAX is negative!”, nl );
endif;

You can overcome this limitation by casting EAX asraB2 value:
if( (type int32 eax) < 0 ) then

stdout.put( “EAX is negative!”, nl );

endi f;

12.1f you have a variable immediately followityteVarin this example, the MOV instruction will surely overwrite the value
of that variable, whether or not you intend this to happen.
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In a similar \ein, the HLA Standard Librargtdout.putroutine alvays output$yte word, anddword
values as hadecimal numbersTherefore, if you attempt to print agister thestdout.putoutine will print
it as a he value. If you would like to print the mlue as some other type, you can uggster type coercion
to achiee this:

stdout.put( “AL printed as a char =", (type char al), “*", nl );

The same is true for tredin.getroutine. It will always read a hexadecimal value for a register unless you
coerce its type to something other thoge, word or dword

2.7

The Stack Segment and the Push and Pop Instructions

This chapter mentions that athnables you declare in théAR section wind up in the stack memory
segment (seéThe Var Section” on pag&69. However, VAR objects are not the only things that wind up in
the stack sgment in memory; your programs manipulate data in the stgokese in maw different vays.
This section introduces a set of instructions, the PUSH and POP instructions, that also manipulate data in the
stack sgment.

The stack sgment in memory is where the 80x86 maintainsdiaek. The stack is a dynamic data
structure that gnws and shrinks according to certain memory needs of the prograenstack also stores
important information about program including locatiables, subroutine information, and temporary data.

The 80x86 controls its stack via the ESP (stack pointgidtex When your program lggns eecution,
the operating system initializes ESP with the address of the last memory location in the stack neemory se
ment. Data is written to the staclgagent by “pushing” data onto the stack and “popping” or “pulling” data
off of the stack.Wheneer you push data onto the stack, the 80x86 decrements the stack pointer by the size
of the data you are pushing and then it copies the data to memory where ESP is then pairtiogncrete
example, consider the 80x86 PUSH instruction:

push( regss );

push( regsz );
push( nenoryqs );
push( nenorys, ):
pushw( constant );
pushd( constant );

These six forms all@ you to pushword or dword registers, memory locations, and constants. You should
specifically note that you cannot pusjtevalues onto the stack.

2.7.1

The Basic PUSH Instruction

The PUSH instruction does the follang:

ESP := ESP - Size_of _Register_or_Mnory_Qperand (2 or 4)
[ESP] := (perand’ s_Val ue

ThePUSHW and PUSHD operand sizes are always two or four bytes, respectively.

Assuming that ESP contains $00FF_FFES8, then the instruction “PUSH( EAX );” will set ESP to
$00FF_FFE4 and store the current value of EAX into memory location $00FF_FFE4 as shown in Figure 2.9
and Figure 2.10:
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Before $00FF_FFFF
$00FF_FFFE
push(eax); $00FF_FFFD
$00FF_FFFC
Instruction $00FF_FFFB
$00FF_FFFA

A\
\

7

$00FF_FFES
ESP > $00FF_FFES
$00FF_FFE?
EAX $00FF_FFE€
$00FF_FFES
$00FF_FFE4
$00FF_FFEZ
$00FF_FFEZ

Figure 2.9 Stack Segment Before “PUSH( EAX );” Operation

After $00FF_FFFF
$00FF_FFFE
push(eax); $00FF_FFFD
$00FF_FFFC
Instruction $00FF_FFFB
$00FF_FFFA

$00FF_FFES
EAX $00FF_FFES
[ Current —] $OOFF_FFE7
L EAX —| $S00FF_FFEE

$00FF_FFES
ESP ——p Vale $00FF_FFE4
$00FF_FFE2
$00FF_FFE2

Figure 2.10 Stack Segment After “PUSH( EAX );” Operation

Note that the “PUSH( EAX );” instruction does nofieat the value in the EAX register.

Although the 80x86 supports 16-bit push operations, these are intended primarily for use in 16-bit envi-
ronments such as DOS. For maximum performance, the stack pointer should always be an even multiple of
four; indeed, your program may malfunction under Windows or Linux if ESP contains a value that is not a
multiple of four and you make an HLA Standard Library or an operating system API call. The only practical
reason for pushing less than four bytes at a time on the stack is because you're building up a double word via
two successive word pushes.

2.7.2 The Basic POP Instruction

To retrieve data yowe pushed onto the stack, you use the POP instruciiba.basic POP instruction
allows the follaving different forms:

pop( rede );
pop( regsy );
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pop( nmenoryg );
pop( nenorys, );

Like the PUSH instruction, the POP instruction only supports 16-bit and 32-bit operands; you cannot
pop an eight-bitalue from the stackAlso like the PUSH instruction, you shoultba popping 16-bit &l-
ues (unless you do twl6-bit pops in a k@) because 16-bit pops may Veathe ESP gister containing a
value that is not anven multiple of four One major ditrence between PUSH and POP is that you cannot
POP a constantalue (which maks sense, because the operand for PUSH is a source operand while the
operand for POP is a destination operand).

Formally, heres what the POP instruction does:

Qperand : = [ ESP]
ESP := ESP + Size_of _(perand (2 or 4)

As you can see, the POP operation is thevexse of the PUSH operation. Note that the POP instruction
copies the data from memory location [ESP] before adjusting the value in ESPig@ee?.1landFigure
2.12for details on this operation:
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Before $00FF_FFFF
$00FF_FFFE
pop(eax); $00FF_FFFD
$00FF_FFFC
Instruction $00FF_FFFB
$00FF_FFFA

e ]

$00FF_FFES
EAX $00FF_FFES
L EAX _| $00FF_FFE7
L Value — $00FF_FFE6
| onStk _| $00FF_FFES
ESP ——» $00FF_FFE4
$00FF_FFE3
$00FF_FFE2

Figure 2.11 Memory Before a “POP( EAX );” Operation

After $00FF_FFFF
$00FF_FFFE
pop(eax); $00FF_FFFD
$00FF_FFFC
Instruction $00FF_FFFB
$00FF_FFFA

P
e ]

$00FF_FFES
ESP —mmp $00FF_FFES
[ —_ | $00FF_FFE7
| \E,';ﬁe _| $00FF_FFE€
| on Stk —]$O00FF_FFEE

$00FF_FFE4
EAX Value From Stack $OOFF_FFE3

$O0FF_FFEZ2

Figure 2.12 Memory After the “POP( EAX);” Instruction

Note that the &lue popped from the stack is still present in mem&gpping a @alue does not erase the
value in memoryit just adjusts the stack pointer so that it points at tkevadue abwe the poppedalue.
However, you should neer attempt to access alue youve popped dfthe stack.The net time something
is pushed onto the stack, the poppali® will be obliterated. Since your code ighe only thing that uses
the stack (i.e., the operating system uses the stack as do other subroutines), you cannot rely on data remain
ing in stack memory once yoi# popped it dfthe stack.

2.7.3 Preserving Registers With the PUSH and POP Instructions

Perhaps the most common use of the PUSH and POP instructionsvis tegisder \alues during inter
mediate calculationsA problem with the 80x86 architecture is that it\pdes \ery few general purpose
registers. Since masters are the best place to hold temporatyes, and gisters are also needed for the
various addressing modes, it isry easy to run out of gesters when writing code that performs comple
calculations.The PUSH and POP instructions can come to your rescue when this happens.
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Consider the follwing program outline:

<< Some sequence of instructions that use the EAX regi ster >>

<< Some sequence of instructions that need to use EAX, for a
di fferent purpose than the above instructions >>

<< Sonme sequence of instructions that need the original value in EAX >>

The PUSH and POP instructions are perfect for this situation. By inserting a PUSH instruction before
the middle sequence and a POP instruction after the middle sequenegyancan preseevthe alue in
EAX across those calculations:

<< Some sequence of instructions that use the EAX regi ster >>
push( eax );
<< Some sequence of instructions that need to use EAX, for a
di fferent purpose than the above instructions >>
pop( eax );
<< Some sequence of instructions that need the original value in EAX >>

The PUSH instruction abe copies the data computed in thstfsequence of instructions onto the
stack. Nav the middle sequence of instructions can use EAX fgrpampose it choosedfter the middle
sequence of instructionsnishes, the POP instruction restores thkie in EAX so the last sequence of
instructions can use the originallue in EAX.

2.7.4 The Stack is a LIFO Data Structure

You can push more than onaluve onto the stack withoutdt popping preous \alues of the stack.
However, the stack is &st-in, frst-out LIFO) data structure, so you must be careful/ lyou push and pop
multiple values. Br example, suppose youant to presew EAX and EBX across some block of instruc
tions, the folleving code demonstrates thevaius way to handle this:

push( eax );
push( ebx );
<< Code that uses EAX and EBX goes here >>
pop( eax );
pop( ebx );

Unfortunately this code will not work properly! Figur@sl3 2.14 2.15 and2.16show the problem. Since

this code pushes EAX first and EBX second, the stack pointer is left pointing at EBX’s value on the stack.
When the POP( EAX ) instruction comes along, it removes the value that was originally in EBX from the
stack and places it in EAX! Likewise, the POP( EBX) instruction pops the value that was originally in EAX
into the EBX register. The end result is that this code has managed to swap the values in the registers by
popping them in the same order that it pushed them.
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After $00FF_FFFF
$00FF_FFFE

push(ebx); $00FF_FFFD
$00FF_FFFC

Instruction $00FF_FFFB
$00FF_FFFA

A\
\
\

$00FF_FFES
| \E/Q\J)Se __| $00FF_FFES8
L on Stk —] $00FF_FFE7
$00FF_FFEE
| EBX __| $00FF_FFES
| Value . $00FF_FFE4
| onStk _|$00FF_FFEZ

ESP ——p $00FF_FFE2

Figure 2.13 Stack After Pushing EAX

After $00FF_FFFF
$00FF_FFFE
push(eax); $00FF_FFFD
$00FF_FFFC
Instruction $00FF_FFFB
$00FF_FFFA

$00FF_FFES
B \E/;ﬁe __| $00FF_FFE®
| on Stk —J| $00FF_FFE7
ESP ——p $00FF_FFEE
$00FF_FFES
$00FF_FFE4
$00FF_FFE2
$00FF_FFE2

Figure 2.14 Stack After Pushing EBX

After $00FF_FFFF
$00FF_FFFE
pop(eax); $00OFF_FFFD
$00FF_FFFC
Instruction $00FF_FFFB
$00FF_FFFA

C —| $00FF_FFES
L \E,';ﬁe _| $00FF_FFES
| on Stk —] $00FF_FFE7
ESP ———% $00FF_FFEE
L EBX —| $00FF_FFEE

L Value ] $OOFF_FFE4
EAX [ onStk _|$00FF_FFEZ
$00FF_FFE2
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Figure 2.15 Stack After Popping EAX

After $00FF_FFFF
$00FF_FFFE
pop(ebx); $00FF_FFFD
$00FF_FFFC
Instruction $00FF_FFFB
$00FF_FFFA

lﬂ

ESP

L EAX —| $00FF_FFES

L Value — $OOFF_FFE8
EBX L on Stk — $00FF_FFE7
$00FF_FFE6
| __| $00FF_FFES
| \E/El)ée | $00FF_FFEA4
| on Stk — $00FF_FFE3
$00FF_FFE2

Figure 2.16 Stack After Popping EBX

To rectify this problem, you must note that the stack is a lastgirofiit data structure, so thesfithing
you must pop is the last thing yea’pushed onto the stackherefore, you mustahys obsere the follav-
ing maxim:

0 Always pop values in the reverse order that you push them.

The correction to the previous code is

push( eax );
push( ebx );
<< Code that uses EAX and EBX goes here >>
pop( ebx );
pop( eax );

Another important maxim to remember is

0 Always pop exactly the same number of bytes that you push.

This generally means that the number of pushes and pops must exactly agree. If you have too few pops, you
will leave data on the stack which may confuse the running pr&&raﬁyou hare too many pops, you will
accidentally remove previously pushed data, often with disastrous results.

A corollary to the maxim above is “Be careful when pushing and popping data within a loop.” Often it
is quite easy to put the pushes in a loop and leave the pops outside the loop (or vice versa), creating an incon-
sistent stack. Remember, it is the execution of the PUSH and POP instructions that matters, not the number
of PUSH and POP instructions that appear in your program. At run-time, the number (and order) of the
PUSH instructions the program executes must match the number (and reverse order) of the POP instructions.

13.You'll see why when we cover procedures.
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2.7.5 Other PUSH and POP Instructions

The 80x86 preides seeral additional PUSH and POP instructions in addition to the basic instructions
described in the pv@us sectionsThese instructions include the folling:

.«  PUSHA
«  PUSHAD
.+  PUSHF
«  PUSHFD
- POPA

.« POPAD
- POPF

- POPFD

The PUSHA instruction pushes all the general-purpose 16-bit registers onto the stack. This instruction
is primarily intended for older 16-bit operating systems like DOS. In general, you will have very little need
for this instruction. The PUSHA instruction pushes the registers onto the stack in the following order:

ax
CcX
dx
bx
sp
bp
Si

di

The PUSHAD instruction pushes all the 32-bit @) registers onto the stack. It pushes thgisters
onto the stack in the folldng order:

eax
ecx
edx
ebx
esp
ebp
esi

edi

Since the SP/ESPgister is inherently mod#id by the PUSHA and PUSHAD instructions, you may
wonder wly Intel bothered to push it at all. Itas probably easier in the hamle to go ahead and push
SP/ESP rather than mak special case out of it. Inyacase, these instructions do push SP or ESP sb don’
worry about it too much - there is nothing you can do about it.

The PORA and PORD instructions preide the corresponding “pop all” operation to the PUSHA and
PUSHAD instructions.This will pop the rgisters pushed by PUSHA or PUSHAD in the appropriate order
(that is, POR and PORD will properly restore the gaster \alues by popping them in thevegse order that
PUSHA or PUSHAD pushed them).

Although the PUSHA/PO®and PUSHAD/PORD sequences are short and wemient, thg are actu
ally slowver than the corresponding sequence of PUSH/POP instructions, this is especially true when you
consider that you rarely need to push a majaritych less all the gisters®. So if youte looking for max
imum speed, you should carefully consider whether to use the PUSHA(2YPiRstructions. This text
generally opts for carenience and readability; so it will use the PUSHAD andAIDiAstructions without
worrying about lost difciengy.

14. For example, it is extremely rare for you to need to push and pop the ESP register with the PUSHAD/POPAD instruction
sequence.
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The PUSHE, PUSHFD,POPF and POPFD instructions push and pop ®Bd-AGs ragjister These
instructions allav you to presery condition code and otheadl settings across theeeution of some
sequence of instructions. Unfortunatelgless you go to a lot of trouble, it isfaitilt to preserg individual
flags. When using the PUSHF(D) and POPF(D) instructiossaiti all or nothing proposition - you preserv
all the fegs when you push them, you restore all thgsfiwhen you pop them.

Like the PUSHA and P@Hnstructions, you should really use the PUSHFD and POPFD instructions to
push the full 32-bit &rsion of the EFL&s rajister Although the &tra 16-bits you push and pop are essen
tially ignored when writing applications, you stillawt to leep the stack aligned by pushing and popping
only double verds.

2.7.6

Removing Data From the Stack Without Popping It

Once in a while you may diseer that yowe pushed data onto the stack that you no longer need.
Although you could pop the data into an unusegister or memory location, there is an easiay wo
remove unvanted data from the stack - simply adjust thei® in the ESP ggster to skip wer the unvanted
data on the stack.

Consider the folleing dilemma:
push( eax );
push( ebx );

<< Some code that w nds up conputing sone val ues we want to keep
into EAX and EBX >>

if( Calculation_was_perforned ) then

/1 Whoops, we don’t want to pop EAX and EBX
/1 What to do here?

el se

/1 No cal culation, so restore EAX, EBX

pop( ebx );
pop( eax );

endif;
Within the THEN section of the IF statement, this code wants to remove the old values of EAX and EBX
without otherwise affecting any registers or memory locations. How to do this?

Since the ESP register simply contains the memory address of the item on the top of the stack, we can
remove the item from the top of stack by adding the size of that item to the ESP register. In the example
above, we want to remove two double word items from the top of stack, so we can easily accomplish this by
adding eight to the stack pointer:

push( eax );
push( ebx );

<< Sone code that wi nds up conputing sone val ues we want to keep
into EAX and EBX >>

if( Calculation_was_performed ) then
add( 8, ESP); /1 Renove unneeded EAX and EBX val ues fromthe stack.

el se
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/1 No calculation, so restore EAX, EBX

pop( ebx );
pop( eax );

endif;

ESP + 8
_| ESP+7
| EAX _| ESP+6
ESP+5
ESP+ 4
ESP + 3
| EBX _| ESP+2
ESP+1

ESP ——pp ESP + 0

Figure 2.17 Removing Data from the Stack, Before ADD( 8, ESP )

m
92}
o

l\‘\

ESP+0

L EAX

L EBX ]

Figure 2.18 Removing Data from the Stack, After ADD( 8, ESP );

Effectively, this code pops the data off the stack without moving it anywhere. Also note that this code is
faster than two dummy POP instructions because it can remove any number of bytes from the stack with a
single ADD instruction.

Warning: remember to &ep the stack aligned on a doublerevboundary Therefore, you should
always add a constant that is areie multiple of four to ESP when remiong data from the stack.
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2.7.7 Accessing Data You've Pushed on the Stack Without Popping It

Once in a while you will push data onto the stack and you wifitwo get a copof that datas value, or
perhaps you will &nt to change that dasalalue, without actually popping the datd tfe stack (that is,
you wish to pop the datafahe stack at a later time)lhe 80x86 “[rgj;, + offset]” addressing mode pro
vides the mechanism for this.

Consider the stack after theeeution of the follaving two instructions (seEigure 2.19:

push( eax );
push( ebx );

A\
\
A\\

ESP+ 8
_| ESP+7
| EAX _| ESP+6
ESP+5
ESP+4
ESP+ 3
|  EBX _J| ESP+2
ESP+1

ESP —p ESP+ 0

Figure 2.19 Stack After Pushing EAX and EBX

If you wanted to access the original EBX value without removing it from the stack, you could cheat and pop
the value and then immediately push it again. Suppose, however, that you wish to access EAX’s old value;
or some other value even farther up on the stack. Popping all the intermediate values and then pushing them
back onto the stack is problematic at best, impossible at worst. However, as you will notiéegiicen

2.19 each of the values pushed on the stack is at some offset from the ESP register in memory. Therefore,
we can use the “[ESP + offset]” addressing mode to gain direct access to the value we are interested it. In
the example above, you can reload EAX with its original value by using the single instruction:

mov( [esp+4], eax );

This code copies the four bytes starting at memory address ESP+4 into the gigt&r.reThis value just
happens to be the value of EAX that was earlier pushed onto the stack. This same technique can be used to
access other data values you've pushed onto the stack.

Warning: Don't forget that the offsets of values from ESP into the stack change every
time you push or pop data. Abusing this feature can create code that is hard to modify; if
you use this feature throughout your code, it will make it difficult to push and pop other
data items between the point you first push data onto the stack and the point you decide to
access that data again using the “[ESP + offset]” memory addressing mode.

The previous section pointed out how to remove data from the stack by adding a constant to the ESP
register. That code example could probably be written more safely as:

push( eax );
push( ebx );
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<< Sone code that wi nds up conputing sone val ues we want to keep
into EAX and EBX >>

if( Calculation_was_performed ) then

/1 Qverwrite saved val ues on stack wth new EAX/ EBX val ues.

/'l (so the pops that follow won't change the val ues in EAX/ EBX.)
nov( eax, [esp+4] );

nov( ebx, [esp] );

endi f;
pop( ebx );
pop( eax );

In this code sequence, the calculated resa#t stored over the top of the values saved on the stack. Later
on, when the values are popped off the stack, the program loads these calculated values into EAX and EBX.

2.8  Dynamic Memory Allocation and the Heap Segment

Although static and automati@arables are all simple programs may need, more sophisticated programs
need the ability to allocate and deallocate storage dynamically (at run-time) under program control. In the C
language, you wuld use thanalloc andfreefunctions for this purpose. C++ pides thenew anddelete
operators. &scal usesew anddispose Other languages priole comparable routine§.hese memory alto
cation routines share a couple of things in commory. listethe programmer requestvhanary bytes of
storage to allocate, theeturn gpointerto the navly allocated storage, and thprovide a &cility for returnt
ing the storage to the system so the system can reuse it in a future allocatiohscgdiuve probably
guessed, HLA also pvides a set of routines in the HLA Standard Library that handle memory allocation
and deallocation.

The HLA Standard Librarynalloc and free routines handle the memory allocation and deallocation
chores (respectély)'®. Themallocroutine uses the foling calling sequence:

nal | oc( Nunber _of Bytes Requested );

The single parameter isdavord value (an unsigned constant) specifying the number of bytes of storage you
are requesting. This procedure allocate storages tmedggsegment in memory. The HLA malloc function
locates an unused block of memory of the specified size in the heap segment and marks the block as “in use”
so that future calls tmallocwill not reallocate this same storage. After marking the block as “in use” the
mallocroutine returns a pointer to the first byte of this storage in the EAX register.

For many objects, you will know the number of bytes that you need in order to represent that object in
memory. For example, if you wish to allocate storage fame32variable, you could use the folling call
to themallocroutine:

malloc( 4 );
Although you can specify a literal constant as thengple suggests, it's generally a poor idea to do so when

allocating storage for a specific data type. Instead, use the HLA built-in compile-time fu@dineto
compute the size of some data type. @wizefunction uses the following syntax:

@i ze( variabl e_or_type_nane )
The @sizefunction returns an unsigned integer constant that specifies the size of its parameter in bytes. So
you should rewrite the previous callrt@lloc as follows:
mal | oc( @ize( uns32 ));

15. HLA provides some other memory allocation and deallocation routines as well. See the HLA Standard Library documen-
tation for more details.
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This call will properly allocate a didient amount of storage for the specified object, regardless of its type.
While it is unlikely that the number of bytes required byuasa32object will ever change, this is not neces
sarily true for other data types; so you should alwayg@sigerather than a literal constant in these calls.

Upon return from the malloc routine, the EAX register contains the address of the storage you have
requested (see Figure 2.20):

Heap Segment

A\
\
A\

Uns32 Storage
Allocated by
call to malloc

EAX e

Figure 2.20 Call to Malloc Returns a Pointer in the EAX Register

To access the storag®llocallocates you must use a register indirect addressing mode. The following code
sequence demonstrates how to assign the value 1234unsB2variablemalloccreates:

mal | oc( @i ze( uns32 ));
nmov( 1234, (type uns32 [eax]));

Note the use of the type coercion operatidhis is necessary in this example because anonymous variables
don’t have a type associated with them and the constant 1234 coulddrd @ dword value. The type
coercion operator eliminates the ambiguity.

A call to themallocroutine is not guaranteed to succeed. If ther¢ @&sgaingle contiguous block of free
memory in the heap gment that is laye enough to satisfy the request, thenntiadloc routine will raise an
ex.MemoryAllocation&ilure exception. If you do not prade aTRY..EXCEPTION..ENDTR handler to
deal with this situation, a memory allocati@ildre will cause your program to aboxeeution. Since most
programs do not allocate massiamounts of dynamic storage usimgllog this eception rarely occurs.
However, you should neer assume that the memory allocation will@ys occur without error

When you are done using alue thaimallocallocates on the heap, you can release the storage (that is,
mark it as “no longer in use”) by calling tfreeprocedure.Thefreeroutine requires a single parameter that
must be an address thaasva preious return alue of themallocroutine (that you hae not already freed).

The following code fragment demonstrates the nature ofrihléoc/freepairing:

nmal | oc( @i ze( uns32));

<< use the storage pointed at by EAX >>
<< Note: this code nust not nodify EAX >>

free( eax );

This code demonstrates ary important point - in order to properly free the storagerttadioc allocates,
you must preserve the value thaallocreturns. There are several ways to do this if you need to use EAX
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for some other purpose; you couldethe pointer value on the stack using PUSH and POP instructions or
you could save EAX’s value in a variable until you need to free it.

Storage you release is available for reuse by future calls toahecroutine. Like automatic a&riables
you declare in th¥AR section, the ability to allocate storage while you need it and then free the storage for
other use when you are done with it imyrs the memory &tieng/ of your program. By deallocating stor
age once you arenished with it, your program can reuse that storage for other purposeim@i@ur pre
gram to operate with less memory thanaid if you statically allocated storage for the indiial objects.

The are seeral problems that can occur when you use pointersshould bewsare of a fax common
errors that bginning programmers makwhen using dynamic storage allocation routines rilalloc and
free

» Mistake #1: Continuing to refer to storage after you free it. Once you return storage te the sys
tem via the call tédree, you should no longer access that storage. Doing so may cause a protec
tion fault or, worse yet, corrupt other data in your program without indicating an error.

* Mistake #2: Callindgreetwice to release a single block of storage. Doing so may accidentally
free some other storage that you did not intend to release or, worse yet, it may corrupt the sys
tem memory management tables.

A later chapter will discuss some additional problems you will typically encounter when dealing with
dynamically allocated storage.

The examples thus far in this section have all allocated storage for a single unsigned 32-bit object.
Obviously you can allocate storage for any data type using a ca#lltocby simply specifying the size of
that object asnalloc’s parameter It is also possible to allocate storage for a sequence of contiguous objects
in memory when callingnalloc For example, the follaving code will allocate storage for a sequence of 8
characters:

mal |l oc( @ize( char ) * 8);
Note the use of the constantpeession to compute the number of bytes required by an eight-character

sequence. Since@size(char)” always returns a constant value (one in this case), the compiler can compute
the value of the expression “@size(char) * 8” without generating any extra machine instructions.

Calls tomalloc always allocate multiple bytes of storage in contiguous memory locations. Hence the
former call tomallocproduces the sequence appearingigure 2.21
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Heap Segment

A\
\
\

EAX +7

Eight char values Eﬁi : g

allocated via a call to EAX + 4
malloc( @size(char) *8

(@size(char) *8, EAX+

EAX + 2

EAX + 1

EAX iy EAX + 0

Figure 2.21 Allocating a Sequence of Eight Character Objects Using Malloc

To access thesatea characteralues you use anfget from the base address (contained in EAX upon
return frommallog). For example, “MOV( CH, [EAX + 2] );” stores the character found in CH into the third
byte thatmallocallocates.You can also use an addressing mode jEAX + EBX]” to step through each
of the allocated objects under program contrar écample, the follaing code will set all the characters in
a block of 128 bytes to the NULL character (#0):

mal | oc( 128 );
for( nov( O, ebx ); ebx < 128; add( 1, ebx ) ) do

nov( O, (type byte [eax+ebx]) );
endfor;

The chapter on arrays, later in thigtfeliscusses additional ways to deal with blocks of memory.

2.9 The INC and DEC Instructions

As the éample in the last section indicates, indeed, asraéexamples up to this point ke indicated,
adding or subtracting one from aigter or memory location is &k common operation. ladt, this oper
ation is so common that Intelenginees included a pair of instructions to perform these speojfera
tions: the INC (increment) and DEC (decrement) instructions.

The INC and DEC instructions use the fallog syntax:
inc( menmreg );
dec( menireg );

The single operand can beyalegal eight-bit, 16-bit, or 32-bit register or memory operand. The INC
instruction will add one to the specified operand, the DEC instruction will subtract one from the specified
operand.

These two instructions are slightly more efficient (they are smaller) than the corresponding ADD or
SUB instructions. There is also one slight difference between these two instructions and the corresponding
ADD or SUB instructions: they do not affect the carry flag.
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As an eample of the INC instruction, consider theample from the prgous section, recoded to use
INC rather tharADD:

mal | oc( 128 );
for( nmov( O, ebx ); ebx < 128; inc( ebx ) ) do

nmov( O, (type byte [eax+ebx]) );

endf or;

2.10 Obtaining the Address of a Memory Object

In the sectioriThe Ragister IndirecAddressing Modes” on pagé9this chapter discusseswdo use
the address-of operatof&”, to take the address of a statiariable'®, Unfortunately you cannot use the
address-of operator to &lthe address of an automatarigble (one you declare in tMAR section), you
cannot use it to compute the address of anyanouns \ariable, nor can you use this operator tettie
address of a memory reference that uses ameddar scaled inded addressing modeven if a static ari-
able is part of the addresgpeession).You may only use the address-of operator te thle address of a
static \ariable that uses the displacement-only memory addressing mode. Often, you will needhe tak
address of other memory objects as well; fortunatieé/80x86 praides theload efective addessinstruc
tion, LEA, to give you this capability

TheLEA instruction uses the folging syntax”:

| ea( regs,, Menory_operand );

The first operand must be a 32-bit register, the second operand can be any legal memory reference using any
valid memory addressing mode. This instruction will load the address of the specified memory location into
the register. This instruction does not modify the value of the memory operand in any way, nor does it refer
ence that value in memory.

Once you load the effective address of a memory location into a 32-bit general purpose register, you can
use the register indirect, indexed, or scaled indexed addressing modes to access the data at the specified
memory address. For example, consider the following code:

static
b: byte; @ost or age;
byte 7, 0, 6, 1, 5, 2, 4, 3;

lea( ebx, b);
for( mov( O, ecx ); ecx < 8; inc( ecx )) do

stdout. put ( “[ebx+ecx] =", (type byte [ebx+ecx]), nl );
endwhi | e;

This code steps through each of the eight byteswWailp theb label in the STATIC section and prints their
values. Note the use of the “[ebx+ecx]” addressing mode. The EBX register holds the base address of the
list (that is, the address of the first item in the list) and ECX contains the byte index into the list.

16. A static variable is one that you declare ingtadic, readonlystorage or datasections of your program.
17. Actually, the lea instruction allows the operands to appear in either order since there is no ambiguity. Howener, the sta
dard syntax is to specify the register as the first operand and the memory location as the second operand.
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2.11

Bonus Section: The HLA Standard Library CONSOLE Module

The HLA Standard Library contains a module that lets you control output totiseledevice. The
console deice is the virtual tet/video display of the command wingto The procedures in the console
module let you clear the screen, position the cumaput tet to a specifi cursor position in the wineg
adjust the winder size, control the color of the output characters, handle mees¢sgand do other con
sole-related operations.The judicious use of the console module lets you transform a drab, boring
text-based application into a visually appealingdgased applicationThe sample programs in this section
demonstrate some of the capabilities of the HLA Standard Library console module.

Note: to use the console module routines in your program you must include one (or both) ofwthe follo
ing statements in your HLA program:

#include( “stdlib.hhf” );
#i ncl ude( “consol e. hhf” );

Note: the console module isalable only undeWindows. If you use anprocedures in the console
module, your code will not be portable to the Linux operating system.

2.11.1 Clearing the Screen

Perhaps the most important routine in the console module, based on HLA user requestxns the
solecls() procedure. This routine clears the screen and positions the cursor to coordinaté. (OTeg fok
lowing sample application demonstrates the use of this routine.

programtestds;
#include( “stdlib.hhf” );
begin testds;

/1 Throw up some text to prove that
/1l this programreally clears the screen:

st dout . put
(
nl,
“HLA consol e.cl s() Test Routine”, nl
e e 7ol
nl
“This routine will clear the screen and nove the cursor to (0,0),”, nl
“then it will print a short message and quit”, nl
nl
“Press the Enter key to continue:”

)

/1 NMake the user hit Enter to continue. This is so that they
/1 can see that the screen is not bl ank.

stdin. readLn();
|/l Ckay, clear the screen and print a sinple nmessage:

consol e. cl s();
stdout. put( “The screen was cleared.”, nl );

18. In console coordinates, location (0,0) is the upper left hand corner of the screen. The X coordinates increase as you
progress from left to right and the Y coordinates increase as you progress from top to bottom on the screen.
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end testds;

Program 2.2 The console.cls() Routine

2.11.2 Positioning the Cursor

After clearing the screen, the most often requested console capability is cursor posifidrardlLA
Standard Libraryconsolegotoxyprocedure handles this taskhe consolegotoxycall uses the folling
syntax:

consol e. got oxy( RowPosition, Col umPosition );

Note thatRowPositiorandColumnPositiormust be 16-bit values (constants, variables, or registers).

The astute reader will notice that the first parameteiRtveRsition is actually thér coordinate and
the second parameteColumnBsition, is the X coordinate. This coordinate ordering may seem
counterintuitive given the name of the procedugo{oxy with X appearing in the name befofe How-
ever, in actual practice most peoplediit more intuitve to specify th& coordinate fist and the X coordi
nate second.The name “gotoxy” sounds better than “gotbso HLA uses “gotoxy” despite the minor
inconsisteng between the name and the parameter ordering.

The following program demonstrates tbensolegotoxyprocedure:

pr ogr am t est Got oxy;
#incl ude( “stdlib. hhf” );

var
X: i nt 16;
y:int16;

begi n t est Got oxy;

/1 Throw up sone text to prove that
/1 this programreally clears the screen:

st dout . put

(
nl,
“HLA consol e. got oxy() Test Routine”, nl,
. ",onl,
nl,

“This routine will clear the screen then denonstrate the use”, nl,
“of the gotoxy routine to position the cursor at various”, nl,
“points on the screen.”,nl,

nl,

“Press the Enter key to continue:”

)

I/ Make the user hit Enter to continue. This is so that they
/1 can control when they see the effect of consol e. got oxy.

stdin. readlLn();

I/ Ckay, clear the screen:
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consol e. cl s();

// Now denonstrate the gotoxy routine:

consol e. got oxy( 5,10 );
stdout. put ( “(5,10)" );

consol e. gotoxy( 10, 5);
stdout. put( “(10,5)" );

mov( 20, X );
for( nov( O,y ); y<20; inc(y)) do

consol e.gotoxy( y, X );
stdout.put ( “(*, x, “,”, vy, )" );
inc( x);

endf or;

end t est Got oxy;

Volume Two

Program 2.3

The console.gotoxy(row,column) Routine

2.11.3 Locating the Cursor

In addition to letting you specify awecursor position, the HLA console module yides routines that
let you determine the current cursor positidrhe consolegetX() andconsolegetY () routines return the X
andY coordinates (respewutly) of the current cursor position in the EAXigter The folloving program
demonstrates the use of these functions.

program t est Get xy;
#include( “stdlib.hhf” );

var

X:uns32;
y: uns32;

begi n test Get xy;

// Begin by getting the current cursor position

consol e. get X();

nov( eax,

X );

consol e. get Y();
mov( eax, y );

Il Aear the screen and print a banner nessage:

consol e. cl s();
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st dout . put

(
nl,
“HLA consol e. Get X() and consol e. Get Y() Test Routine”, nl,
B T L T T "ol
nl,

“This routine will clear the screen then denmonstrate the use”, nl,
“of the GetX and GetY routines to reposition the cursor”, nl,
“toits original location on the screen.”, nl,

nl,

“Press the Enter key to continue:”

)

/1 NMake the user hit Enter to continue. This is so that they
/1 can control when they see the effect of consol e. got oxy.

stdin. readLn();
/1 Now denonstrate the GetX and GetY routines by calling
/1 the gotoxy routine to nove the cursor back to its original

/'l position.

consol e. gotoxy( (type unsl6 y), (type unsl6 x) );
stdout.put( “*<- Qursor was originally here.”, nl );

end test Get xy;

Program 2.4  The console.GetX() and console.GetY() Routines

2.11.4 Text Attributes

The HLA console module lets you specify the color of tix¢ yeu print to the console windo You
may specify one of sixteen tifent forground or background colors for each character you prime. fore
ground color is the color of the dots that malp the actual character on the display; the background color
is the color of the other piks (dots) in the character célhe console module supportsyaof the folloving
availableforeground andackground colors:

wi n. bgnd_Bl ack

wi n. bgnd_Bl ue

wi n. bgnd_G een

wi n. bgnd_Cyan

w n. bgnd_Red

w n. bgnd_Magent a

wi n. bgnd_Br own

wi n. bgnd_Li ght G ay
wi n. bgnd_Dar kG ay
wi n. bgnd_Li ght Bl ue
wi n. bgnd_Li ght G een
wi n. bgnd_Li ght Cyan
wi n. bgnd_Li ght Red
wi n. bgnd_Li ght Magent a
wi n. bgnd_Yel | ow

wi n. bgnd_Wite
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wi n. fgnd_Bl ack

wi n. f gnd_Bl ue

wi n. f gnd_G een

wi n. fgnd_Cyan

wi n. f gnd_Red

wi n. fgnd_Magent a

wi n. fgnd_Br own

wi n. f gnd_Li ght G ay
wi n. f gnd_Dar kG ay
wi n. fgnd_Li ght Bl ue
wi n. fgnd_Li ght G een
wi n. fgnd_Li ght Cyan
wi n. fgnd_Li ght Red
wi n. f gnd_Li ght Magent a
wi n. fgnd_Yel | ow

w n. fgnd_Wite

The “win32.hhf" header ¢ defines the symbolic constants for these colors. Therefore, you must include
one of the following statements in your program to have access to these colors:

#i ncl ude( “stdlib.hhf” );
#incl ude( “wi n32. hhf” );

The frrst routine to tak& adantage of these color attuites is theconsolesetOutputAttr outine A call
to this procedure uses the fallmg syntax:

consol e. set Quput Attr( Col or Val ues );

The single parameter to this routine is a singlegiamend or background coloor a pair of colors (one
background and one fayeound) combined with the “|” operaldr E.g.,

consol e.set Qutput Attr( win.fgnd_Yell ow );
consol e.setQut put Attr( win.bgnd Wite );
console.setQutput Attr( win.fgnd_Yellow | w n.bgnd_Blue );

If you do not specify both colors, the daft for the missing color is black. Therefore, the first call above
sets the foreground color to yellow and the background color to black. Likewise, the second call above sets
the foreground color to black and the background color to white.

The consolesetOutputAttrroutine does not automatically change the color of all characters on the
screen. Instead, it onlyfatts the color of the characters output after the ddlerefore, you can switch
between grious colors on a characiey-character basis, as necessaiye folloving sample program dem
onstrates the use obnsolesetOutputAttroutine.

programtest Set Qut put Attr;
#include( “stdlib.hhf” );

var
X: uns32;
y: uns32;

begin testSet Qut put Attr;
/1 Qear the screen and print a banner nessage:

consol e. cl s();

consol e.setQutput Attr( win.fgnd_LightRed | w n.bgnd_Bl ack );

19. This is the bitwise OR operator.
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st dout . put

(
nl,
“HLA consol e. setQutput Attr Test Routine”, nl,
B e T "ol
nl,
“Press the Enter key to continue:”

)

/1 Make the user hit Enter to continue. This is so that they
// can control when they see the effect of consol e. got oxy.

stdin. readbLn();

consol e.setQutput Attr( win.fgnd_Yell ow | w n.bgnd_Blue );

st dout . put
(
, nl

“ In blue and yel | ow “,nl,
“ “oonl,
“ Press Enter to continue “, nl
“ “oonl
nl

stdin. readbLn();

/1 Note: set the attributes back to bl ack and white when

/1 the programexits so the consol e wi ndow doesn’t conti nue
/1 displaying text in Bl ue and Yel | ow.

consol e.setQutput Attr( win.fgnd Wite | wn.bgnd Bl ack );

end testSetQut put Attr;

Program 2.5  The console.setOutputAttr Routine

2.11.5 Filling a Rectangular Section of the Screen

The consoldfillRectprocedure gies you the ability tolfia rectangular portion of the screen with & sin
gle character and a set oktattributes. The call to this routine uses the fallimg syntax:

console.fillRect( Ucrow, UWcol, LR ow LRcol, character, attr );

TheULrow andULcol parameters must be 16-bélues that specify thewoand column number of the
upper left hand corner of the rectangle tondraikewise, theL Rrow andLRcolparameters are 16-bidues
that specify the lver right hand corner of the rectangle tovdrd he character parameter is the character
you wish to drev throughout the rectangular blockhis is normally a space if youant to produce a simple
rectangle.Theattr parameter is a x¢ attribute parameteidentical to the parameter for tbensolesetOut
putAttr routine that the preous section described he folloving sample program demonstrates the use of
theconsol€fillRect procedure.

programtestFill Rect;
#incl ude( “stdlib.hhf” );
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var
X:uns32;
y: uns32;
begin testFill Rect;

consol e. setQut put Attr( wn.fgnd_LightRed | w n.bgnd_Bl ack );

st dout . put

(
nl,
“HLA console.fill Rect Test Routine”, nl,
B ", onl,
nl,

“Press the Enter key to continue:”

)
/1 NMake the user hit Enter to continue.

stdin. readbLn();
consol e. cl s();

/1 Test outputting rectangul ar bl ocks of col or.
// Note that the blocks are always filled with spaces,
/1 so there is no need to specify a foreground col or.

console.fillRect( 2, 50, 5, 55 *‘ ‘, win. bgnd_Black );
console.fillRect( 6, 50, 9, 55 * ‘, win. bgnd_Geen);
console.fillRect( 10, 50, 13, 55, ‘ ‘, win.bgnd_Cyan );
console.fillRect( 14, 50, 17, 55, * *, win.bgnd_Red );
console.fillRect( 18, 50, 21, 55, ‘ ‘, win.bgnd Magenta );
console.fillRect( 2, 60, 5 65 *‘ ‘, win. bgnd_Brown );
console.fillRect( 6, 60, 9, 65 ‘ ‘, win. bgnd LightGay );
console.fillRect( 10, 60, 13, 65, ‘ ‘, win.bgnd DarkGay );
console.fillRect( 14, 60, 17, 65, ‘ ‘, win.bgnd_LightBl ue );
console.fillRect( 18, 60, 21, 65, ‘ ‘, win.bgnd LightGeen);
console.fillRect( 2, 70, 5, 75, * ‘, wn. bgnd_LightCyan );
console.fillRect( 6, 70, 9, 75, ‘ “, win.bgnd LightRed );
console.fillRect( 10, 70, 13, 75, ‘ ‘, win.bgnd_Light Magenta );
console.fillRect( 14, 70, 17, 75, * *, win.bgnd_Yellow);
console.fillRect( 18, 70, 21, 75, ‘ ‘, win.bgnd Wite );

/1 Note: set the attributes back to black and white when

/1l the programexits so the consol e wi ndow doesn’t continue
/1 displaying text in Blue and Yel | ow.

consol e. set Qut put Attr( win.fgnd_Wite | wn.bgnd_Bl ack );

end testFill Rect;

Program 2.6  The console.fillRect Procedure
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2.11.6 Console Direct String Output

Although you can use the standard output routines &dmput.put to write text to the console winda
the console module primles a couple of caenient routines that output strings to the displakiese rou
tines combine the standard librastdout.putgoutine withconsolegotoxyand consolesetOutputAttr Two
common console output routines are

consol e. puts( Row, Col, StringToPrint);
consol e. put sx( Row, Col, Color, MaxChars, StringToPrint );

The RowandCol parameters specify the coordinate of the first output charagtieéngToPrintis the string

to display at the specified coordinate. Theasole.putsxoutine supports two additional parameté&sior,
that specifies the output foreground and background colors for the textjax@harsthat specifies the
maximum number of characters to print fr&mingToPrint®. The following sample program demonstrates
these two routines

progr am t est Put sx;
#incl ude( “stdlib.hhf” );

var
X: uns32;
y: uns32;
begi n test Put sx;
/1 dear the screen and print a banner message:

consol e. cl s();

/1 Note that console.puts always defaults to black and white text.
/1 The follow ng setQutput Attr call proves this.

consol e.setQutput Attr( win.fgnd_LightRed | w n.bgnd_Bl ack );
I/l Display the text in black and white:

consol e. put s

(

10,

10,

“HLA consol e. set Qut put Attr Test Routine”
)
consol e. puts
(

11,

10,
)
consol e. puts
(

13,

10,

“Press the Enter key to continue:”

)

20.If StringToPrintis a constant, theMaxCharsshould specify the exact length of the string. When you learn about string
variables in the next chapter you will see the purpose dfltheCharsparameter; it lets you ensure that the text you output
fits within a certain range of cells on the screen.
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/1 NMake the user hit Enter to continue.
stdin. readLn();

/1 Denonstrate the consol e. putsx routine.

// Note that the colors set by putsx are

/1l “local” to this call. Hence, the current

/] output attribute colors will not be affected
/1 by this call.

consol e. put sx
(

15,

15,

wi n. bgnd_Wite | wn.fgnd_Bl ue,

35,

“Putsx at (15, 15) of length 35.......... "
)

consol e. put sx
(
16,
15,
wi n. bgnd_Wiite | win.fgnd_Red,
40,
“1234567890123456789012345678901234567890”
)

/Il Since the following is a stdout call, the text
/1 will use the current output attribute, which

/1l is the red/black attributes set at the begi nni ng
/1 of this program

consol e. gotoxy( 23, 0);

stdout.put( “Press enter to continue:” );
stdin. readbLn();

/] Note: set the attributes back to black and white when
/1 the programexits.

consol e.setQutput Attr( win.fgnd Wite | wn.bgnd_Bl ack );
consol e. cl s();

end test Put sx;

Program 2.7  Demonstration of console.puts and console.putsx

2.11.7 Other Console Module Routines

The sample programs in this chaptevengeally only touched on the capabilities of the HLA Standard
Library Console Module. In addition to the routines this section demonstrates, the HLA Standard Library
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provides procedures to scroll the wivgao resize the windg, to read charactersfahe screen, to clear
selected portions of the screen, to grab and restore data on the screen, and so forth. Space limitations pre
clude the further demonstration of the console module in tktis kowever, if you are interested you should

read the HLA Standard Library documentation to learn more about the console module.

2.12 Putting It All Together

This chapter discussed the 80x86 address modes and other related topigan hybdiscussing the
80x86%5 raister displacement-only (direct), gister indirect, and inded addressing modesA good
knowledge of these addressing modes and their uses is essential igbtowvrite good assembly lan
guage programsAlthough this chapter does not deldeeply into the use of each of these addressing
modes, it does present their syntax andvadienple eamples of each (later chapters wipand on ha
you use each of these addressing modes).

After discussing addressing modes, this chapter describe#ibhd and the operating systemganizes
your code and data in memonjt this point this chapter also discussed the HLABT, READONLY,
STORAGE, andVAR data declaration sectiond.he alignment of data in memory carfeat the perfor
mance of your programs; therefore, when discussing this topic, this chapter also desuriteegrbperly
align objects in memory to obtain thesfest gecuting code.

One special section of memory is the 80x86 stack. In addition toyldisflussing the stack, this chap
ter also described hoto use the stack tosatemporary alues using the PUSH and POP instructions (and
several \ariations on these instructions).

To a running program, aviable is really nothing more than a simple address in menmorgn HLA
source fie, havever, you may specify the address and type of an object in memory usirgfplbaddress
expressions and type coercion operatdrsese chapter discusses the syntax for thgqaessions and oper
ators and gies sgeral ekamples of wk you would want to use them.

This chapter concludes by discussing twodules in the HLA Standard Library: the dynamic memory
allocation routinesniallocandfreg. As a bonus, this chapter also looks at the HLA Standard Library con
sole moduleThe console module is interesting because it lets you write more interesting prograans by v
ing the text display
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