The HLA Compile-Time Language

Macros Chapter Eight

8.1

Chapter Overview

This chapter continues where theyioeis chapter left ¢ continuing to discuss the HLA compile time
language.This chapter discusses what is, perhaps, the most important component of the HLA compile-time
language, macros. Mypeople judge the paer of an assembler by thevper of its macro processing capa
bilities. If you happen to be one of these people,lyprtobably agree that HLA is one of the moreveoful
assemblers on the planet after reading this chapter; because HLA has one of theverfigtpacro pre
cessing &cilities of aly computer language processing system.

8.2

Macros (Compile-Time Procedures)

Macros are symbols that a language processor replaces with athdurteg compilation. Macros are
great deices for replacing long repetit sequences ofxttewith much shorter sequences oftteIn addi
tional to the traditional role that macros play (e.g., "#aefin C/C++), HLAs macros also sesvas the
equialent of a compile-time language procedure or functidherefore, macros areefy important in
HLA's compile-time language; just as important as functions and procedures are in otherehiigim-le
guages.

Although macros are nothingweHLA's implementation of macroarf exceeds the macro processing
capabilities of most other programming languages (higdl k& low level). The folloving sections xplore
HLA's macro processin@gdilities and the relationship between macros and other HLA CTL contrel con
structs.

8.2.1

Standard Macros

HLA supports a straight-forard macro dcility that lets you defie macros in a manner that is similar
to declaring a procedurd typical, simple, macro declaration tkthe folleving form:

#nacr o nacronane;
<< nacro body >>

#endnmacr o;

Although macro and procedure declarations are similere are seral immediate diérences
between the ta that are olious from this gample. First, of course, macro declarations use the ezberv
word #MACRO rather than PRCEDURE. Second, you do notdie the body of the macro with a
"BEGIN macroname;" clause. This is because macros dbhave a declaration section ékprocedures so
there is no need for ajword that separates the macro declarations from the macro Bowjly, you will
note that macros end with the "#ENDI@RO" clause rather than "ENBacroname;" The following is a
concrete gample of a macro declaration:

#macr o neg64;
neg( edx );
neg( eax );

sbb( 0, edx );

#endnmacr o;
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Execution of this macro’s code will compute the two’s complement of the 64-bit value in EDX:EAX (see
“Extended Precision NEG Operations” on p&3é).

To execute the code associated witg64, you simply specify the machame at the point youant
to execute these instructions, e.g.,

nov( (type dword i64), eax );
mov( (type dword i64+4), edx );
neg64;

Note that you danot follow the macro’s name with a pair of empty parentheses as you would a procedure
call (the reason for this will become clear a little later).

Other than the lack of parentheses followieg64's invocatiort this looks just lile a procedure call.
You could implement this simple macro as a procedure using theifallprocedure declaration:

procedur e neg64p;
begi n neg64p;

neg( edx );
neg( eax );
sbb( 0, edx );

end neg64p;

Note that the follwing two statements will both negate the value in EDX:EAX:
neg64; negé4p() ;

The diference between these two (i.e., the macro invocation versus the procedure call) is the fact that mac
ros expand their text in-line whereas a procedure call emits a call to the associate procedure elsewhere in the
text. Thatis, HLA replaces the invocation "neg64;" directly with the following text:

neg( edx );
neg( eax );
sbb( 0, edx );

On the other hand, HLA replaces the procedure catj64g();" with the single call instruction:
call neg64p;

Presumablyyou've defined theeg64p procedure earlier in the program.

You should make the choice of macro versus procedure call on the basis of efficiency. Macros are
slightly faster than procedure calls because you don’'t execute the CALL and corresponding RET instruc-
tions. On the other hand, the use of macros can make your program larger because a macro invocation
expands to the text of the macro’s body on each invocation. Procedure calls jump to a single instance of the
procedure’s body. Therefore, if the macro body is large and you invoke the macro several times throughout
your program, it will make your final executable much larger. Also, if the body of your macro executes more
than a few simple instructions, the overhead of a CALL/RET sequence has little impact on the overall execu-
tion time of the code, so the execution time savings are nearly negligible. On the other hand, if the body of a
procedure is very short (like theg64 example abwe), youll discover that the macro implementation is
much fster and doesnexpand the size of your program by mudterefore, a good rule of thumb is

0 Use macros for short, time-critical program units. Use procedures for longer blocks
of code and when execution time is not as critical.
Macros have many other disadvantages over procedures. Macros cannot have local (automatic) vari-
ables, macro parameters work differently than procedure parameters, macros don’t support (run-time) recur-

1. To differentiate macros and procedures, this text will use theteogation when describing the use of a macro aald
when describing the use of a procedure.
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sion, and macros are a little morefidifilt to delng than procedures (just to name & fdisadantages).
Therefore, you shouldnteally use macros as a substitute for procedwespe in some rare situations.

8.2.2 Macro Parameters

Like procedures, macros allyou to define parameters that let you supplyfeliént data on each macro
invocation. This lets you write generic macros whose léracan \ary depending on the parameters you
supply By processing these macro parameters at compile-time, you canewyitsophisticated macros.

Macro parameter declaration syntax ey straight-forvard. You simply supply a list of parameter
names within parentheses in a macro declaration:

#macro neg64( reg32HO reg32LO);
neg( reg32HO);

neg( reg32LO);
sbb( 0, reg32HO );

#endnacr o;

Note that you do not associate a data type with a macro parametgolildo procedural parameters. This
is because HLA macros are alwagst objects. The next section will explain the exact mechanism HLA
uses to substitute an actual parameter for a formal parameter.

When you invoke a macro, you simply supply the actual parameters the same way you would for a pro-
cedure call:

neg64( edx, eax );

Note that a macro wocation that requires parameters expects you to enclose the parameter list within paren
theses.

8.2.2.1 Standard Macro Parameter Expansion

As the pregious section xplains, HLA automatically associates the type with macro parameters.
This means that during a macmgpansion, HLA substitutes thexteyou supply as the actual parameter
everywhere the formal parameter name appe@h® semantics of "pass byteal substitution" are a little
different than "pass byalue" or "pass by reference" so it isnthwhile exploring those dierences here.

Consider the follwing macro inocations, using theeg64 macro from the prgous section:
neg64( edx, eax );
neg64( ebx, ecx );
These tw invocations expand into the following code:
/1 neg64(edx, eax );
neg( edx );

neg( eax );
sbb( 0, edx );

/1 neg64( ebx, ecx );
neg( ebx );

neg( ecx );
sbb( 0, ebx );
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Note that macro wocations do not maka local cop of the parameters (as pass lajue does) nor do
they pass the address of the actual parameter to the macro. Instead, a nwmatiom of the form
"neg64(edx,eax);" is equialent to the follaving:

?reg32HO  text
?reg32LO text

edx";

"eax";

neg( reg32HO );
neg( reg32LO);
sbb( 0, reg32HO);

Of course, the t¢ objects immediately expand their string values in-line, producing the former expansion
for "neg64( edx, eax );".

Note that macro parameters are not limited to memory, register, or constant operands as are instruction
or procedure operands. Any text is fine as long as its expansion is legal wherever you use the formal param-
eter. Similarly, formal parameters may appear anywhere in the macro body, not just where memory, register,
or constant operands are legal. Consider the following macro declaration and sample invocations:

#macro chkError( instr, junp, target );

instr;
junp target;

#endnacr o;

chkError( cnp( eax, 0 ), jnl, RangeError ); // Exanple 1

chkError( test( 1, bl ), jnz, ParityError ); /1l Exanple 2

/1 Exanple 1 expands to

cnp( eax, 0);
jnl RangeError;

/1 Exanple 2 expands to

test( 1, bl );
jnz ParityError;

In general, HLA assumes that alktdoetween commas constitutes a single macro paramiétidi A
encounters gnopening "brac&ting” symbols (left parentheses, left braces, or left letagkhen it will
include all tat up to the appropriate closing symbol, ignoring @emmas that may appear within the
bracleting symbols.This is wly the chkError invocations abee treat "cmp( eax, 0 )" and "test( 1, bl )" as
single parameters rather than as a pair of parameters. Of course, HLA does not consider commas (and
bracleting symbols) within a string constant as the end of an actual parar@etdre folloving macro and
invocation is perfectly lgal:

#macro print( strToPrint );
stdout.out( strToPrint );

#endnacr o;

print( "Hello, world!'" );

HLA treats the string "Hello, wrld!" as a single parameter since the comma appears inside a literal string
constant, just as your intuition suggests.
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If you are undmiliar with tetual macro parametexgansion in other languages, you should \were
that there are some problems you can run into when Edparels your actual macro parameters. Consider
the folloving macro declaration anvoacation:

#macro Echo2nTi nes( n, theStr );

?echoOnt: uns32 := 0;
#whi | e( echoOnt < n*2 )

#print( theStr )
?echoOnt : = echont + 1;

#endwhi | e

#endnacr o;

Echo2nTi mes( 3+1, "Hello" );

This exkample displays "Hello" ¥ie times during compilation rather than the eight times you might intu
itively expect. This is because the #WHILE statement\aexpands to

#whi | e( echoOnt < 3+1*2 )
The actual parameter foris "3+1", since HLA expands this text directly in placenpfyou get the text

above. Of course, at compile time HLA computes "3+1*2" as the value five rather than as the value eight
(which you would get had HLA passed this parameter by value rather than by textual substitution).

The common solution to this problem, when passing numeric parameters that may contain compile-time
expressions, is to surround the formal parameter in the macro with parentheses. E.g., you would rewrite the
macro above as follows:

#macro Echo2nTi nes( n, theStr );

?echont: uns32 : = 0;
#whil e( echont < (n)*2 )

#print( theStr )
?echoOnt := echoOnt + 1;

#endwhi | e

#endnacr o;

The preious invocation would expand to the following code:

?echoOnt: uns32 : = 0;
#whi | e( echoOnt < (3+1)*2 )

#print( theStr )
?echont : = echoOnt + 1;

#endwhi | e

This version of the macro produces the intuitive result.

If the number of actual parameters does not match the number of formal parameters, HLA will generate
a diagnostic message during compilation. Like procedures, the number of actual parameters must agree with
the number of formal parameters. If you would like to have optional macro parameters, then keep reading...
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8.2.2.2 Macros with a Variable Number of Parameters

You may hae noticed by ne that some HLA macros ddmequire a fied number of parametersorF-
example, thestdout.put macro in the HLA Standard Library all's one or more actual parameters. HLA
uses a special array syntax to tell the compiler that you wish te allariable number of parameters in a
macro parameter list. If you follothe last macro parameter in the formal parameter list with "[ ]" then
HLA will allow a variable number of actual parameters (zero or more) in place of that formal parameter
E.g.,

#macro var Parns( varying[] );
<< macro body >>

#endnacr o;

varParns( 1);
varParns( 1, 2 );
varParns( 1, 2, 3);
var Parns() ;

Note, especiallythe last gample abwe. If a macro has grformal parameters, you must supply paren
theses with the macro list after the macrmeation. This is true een if you supply zero actual parameters
to a macro with aarying parameter list. éep in mind this important dérence between a macro with no
parameters and a macro withaying parameter listut no actual parameters.

When HLA encounters a formal macro parameter with the "[ fixs@hich must be the last parameter
in the formal parameter list), HLA creates a constant string array and initializes that array wikhdksdae
ciated with the remaining actual parameters in the maeacation. You can determine the number of
actual parameters assigned to this array using@dBeEMENTS compile-time function. df example,
"@elements(arying )" will return some alue, zero or greatethat specifés the total number of parameters
associated with that parametérhe folloving declaration fovarParms demonstrates o you might use
this:

#macro varParns( varying[] );

2vpOnt = 0;
#whi l e( vpOnt < @l ements( varying ))

#print( varying[ vpOnt ] )
2vpOnt = vpOnt + 1;

#endwhi | e

#endnacr o;
varParnms( 1); // Prints "1" during conpilation.
varParns( 1, 2 ); // Prints "1" and "2" on separate |ines.
varParns( 1, 2, 3); // Prints "1", "2", and "3" on separate |lines.
var Parns() ; // Doesn’t print anything.

Since HLA doesn’allow arrays ottext objects, the arying parameter must be an array of strinfjsis,
unfortunately means you must treat tharying parameters dérently than you handle standard macro
parameters. If you ant some element of thanying string array tox@and as tet within the macro body
you can alays use the @TEXT function to achéethis. Cowersely if you want to use a nonavying for
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mal parameter as a string object, you cavags use th@ STRING:name operatoil he follonving example
demonstrates this:

#macro RegAndpt ( Required, optional [] );

?@ext( optional [0] ) := @tring: ReqgAndpt ;
#print( @ext( optional[0] ))

#endnacr o;

RegAndQpt (i, | );
/1 The macro invocation above expands to

?@ext( "j" ) = @tring:i;
#print( "j" )

/1 The above further expands to

joo=iy
#print( j )

/1 The above sinply prints "i" during conpilation.

Of course, it wuld be a good idea, in a macroelithe abwe, to \erify that there are at leastayparam
eters before attempting to reference element zero afptienal parameter You can easily do this as fol
lows:

#macro RegAndpt ( Required, optional [] );
# f( @lenents( optional ) >0)

?@ext( optional [0] ) := @tring: RegAndpt ;
#print( @ext( optional[0] ))

#el se
#error( "RegAndQpt nust have at |east two paraneters"” )
#endi f

#endnacr o;

8.2.2.3 Required Versus Optional Macro Parameters

As noted in the prgous section, HLA requiresxactly one actual parameter for each nanying for
mal macro parametelf there is no &rying macro parameter (and there can be at most one) then the number
of actual parameters mustaetly match the number of formal parameters. laging formal parameter is
present, then there must be at least asyraatual macro parameters as there are @oying (or required)
formal macro parameters. If there is a sing&ywg, actual parameteghen a macro wrocation may hee
zero or more actual parameters.

There is one big diérence between a macrovacation of a macro with no parameters and a macro
invocation of a macro with a singlearying, parameter that has no actual parameters: the macro with the
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varying parameter list mustvean empty set of parentheses after it while the maeogation of the macro
without ary parameters does not alldhis. You can use thisaftt to your adantage if you wish to write a
macro that doeshhave ary parametersit you want to follov the macro imocation with "()" so that it
matches the syntax of a procedure call with no parameters. Consider thnfphaacro:

#macr o neg64( Just For TheParens[] );
#i f( @l ements( JustFor TheParens ) =0 )

neg( edx );
neg( eax );
sbb( 0, edx );

#el se
#error( "Unexpected operand(s)" )

#endi f

#endnacr o;

The macro abee allovs invocations of the form "rg64();" using the same syntax yoouwld use for a
procedure call. This feature is useful if you ant the syntax of your parameterless macwodations to
match the syntax of a parameterless procedure calndt'a bad idea to do this, just in thEabfance you
need to covert the macro to a procedure at some point (or \@csay for that matter).

If, for some reason, it is more a@mient to operate on your macro parametewsragy objects rather
thantext objects, you can specify a singlarying parameter for the macro and then use #IF and @ELE
MENTS to enforce the number of required actual parameters.

8.2.2.4 The"#(" and ")#" Macro Parameter Brackets

Once in a (really) great while, you mayamt to include arbitrary commas (i.e., outside a latic§
pair) within a macro parameteOr, perhaps, you mightawnt to include other x¢ as part of a macropan
sion that HLA would normally process before storingay the tet as the alue for the formal parame?er
The "#(" and ")#" brackting symbols tell HLA to collect all x¢ except for surrounding whitespace,
between these twvsymbols and treat thatxteas a single paramete€onsider the follwing macro:

#macro PrintName( theParm);

?theNane : = @tring:theParm
#print( theName )

#endnmacr o;

Normally, this macro will simply print the x¢ of the actual parameter you pass to it. So were you to
invoke the macro with "PrintName( j );" HLA auld simply print "j" during compilation.This occurs
because HLA associates the parameter data (|") with the sting Yor the tet objecttheParm. The
macro cowerts this tet data to a string, puts the string datéheName, and then prints this string.

Now consider the follwing statements:
?ttitext 1="j",
PrintNane( tt );

This macro imocation will also print “j". The reason is that HLA expands text constants immediately upon
encountering them. So after this expansion, the invocation above is equivalent to

2. For example, HLA will normally expand d#xt objects prior to the creation of the data for the formal parameter. You
might not want this expansion to occur.
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PrintNane( j );

So this macro wocation prints "j" for the same reason the last example did.

What if you want the macro to print "tt" rather than "j"? Unfortunately, Hle@iger evaluation of the
text constant gets in theay here. Hwever, if you braclet "tt" with the "#(" and ")#" braas, you can
instruct HLA todefer the expansion of this te& constant until it actuallyx@ands the macro. l.e., the fallo
ing macro irocation prints "tt" during compilation:

PrintNanme( #( tt )# );

Note that HLA allevs ary amount of arbitrary t& within the "#(" and ")#" bracits. This can include
commas and other arbitraryxte The followving macro irocation prints "Helloworld!" during compila
tion:

PrintNane( #( Hello, Wrld! )# );
Normally, HLA would complain about the mismatched number of parameters since the camatda w

suggest that there aredwarameters here. iWever, the deferredwaluation brackts tell HLA to consider
all the text between the "#(" and ")#" symbols as a single parameter

8.2.2.5 Eager vs. Deferred Macro Parameter Evaluation

HLA uses tvo schemes to process macro parameta@ssyou s& in the preious section, HLA uses
eager evaluation when processingxteconstants appearing in a macro parameterist. can forcealeferred
evaluation of the t&t constant by surrounding thextewith the "#(" and ")#" bradaits. Fr other types of
operands, HLA uses deferred macro parametaiuation. This section discusses thefdience between
these tw forms and describes\Wwdo force eagenaluation if necessary

Eager galuation occurs while HLA is collecting thexteassociated with each macro parametesr
example, if "T" is a t&t constant containing the string "U" and "M" is a macro, then when HLA encounters
"M(T)" it will fi rst expand "T" to "U". Then HLA processes the macrovagation "M(U)" as though you
had supplied the x¢ "U" as the parameter to i@ with.

Deferred galuation of macro parameters means that HLA does not process the parameatedt)eb
passes the xéunchanged to the macrény expansion of the t¢ associated with macro parameters occurs
within the macro itself. & example, if M and N are both macros accepting a single pararieterthe
invocation "M( N( 0 ) )" defers thevaluation of "N(0)" until HLA processes the macro bodidoes not
evaluate "N(0)" fist and pass thisxpansion as a parameter to the macrbe follonving program demon
strates eager and deferra@leiation:

/1 This programdenonstrates the difference
/1 between deferred and eager macro par amneter
/'l processing.

pr ogr am Eager VsDef er r edEval uat i on;

macro ToDefer( tdParm);

#print( "ToDefer: ", @tring:tdParm)
@tring:tdParm

endnacr o;
nmacro test EVD( theParm);

#print( "testBEVD'", @tring:theParm "'" )
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endnacr o;

const
txt:text := "Hello";
str:string := "there";

begi n Eager VsDef err edEval uat i on;

test EVD( str ); /|l Deferred eval uation.
testEVD( txt ); /| Eager eval uati on.
test EVD( ToDefer( World ) ); // Deferred eval uation.

end Eager VsDef erredEval uati on;

Program 8.1  Eager vs. Deferred Macro Parameter Evaluation

Note that the macrtestEVD outputs the tet associated with the formal parameter as a string during
compilation. When you compilé>rogram 8.1t produces the follwing output:

testEVD ' Hel | o’
testEVD ' Hel | o’
test EVD ' ToDefer( World )’

The first line prints 'Hello’because this is thextesupplied as a parameter for thstficall totestEVD.
Since this is a string constant, not &t teonstant, HLA uses deferredagduation. This means that it passes
the text appearing between the parentheses unchangedttstiEdD macro. That tet is "Hello" hence the
same output as the parametet.te

The secondestEVD invocation prints 'Hello’. This is because the macro parameseris a tet object.
HLA eagerly processesxieconstants beforewoking the macroTherefore, HLA translates "testEVD(txt)"
to "testEVD(Hello)" prior to imoking the macro. Since the macro parametarisenov "Hello", that's what
HLA prints during compilation while processing this macro.

The third irvocation of testEVD ah@ is semantically identical to thedfi. It is present just to demon
strate that HLA defers processing macros jugt iikdefers the processing afegything else xcept text con
stants.

Although the code iProgram 8.-does not actuallyvaluate theloDefer macro ivocation, this is only
because the body té&stEVD does not directly use the parametkistead, it corertstheParmto a string and
prints its \alue. Had this code actually referredhieParmin an epression (or as a statement), then HLA
would hase invoked ToDefer and let it do its job Consider the follwing modification to the abee program:

/1 This programdenonstrates the difference
/1 between deferred and eager macro paraneter
/| processing.
progr am Def err edEval uat i on;
nmacro ToDefer( tdParm);

@tring:tdParm

endnacr o;
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nacro test EVD( theParm);
#print( "Hello ", theParm)

endnacr o;

begi n Def erredEval uati on;
test EVD( ToDefer( World ) );

end Def erredEval uati on;

Program 8.2  Deferred Macro Parameter Expansion

The macro imocation "testEVD(ToDefer(World ));" defers thealuation of its parameteiTherefore,
the actual parameténeParmis a text object containing the string 6Defer(World )". Inside the testEVD
macro, HLA encounters thaBn and gpands it to this string, i.e.,

#print( "Hello ", theParm)

expands to
#print( "Hello ", ToDefer( World ) )

When HLA processes the #PRINT statement, it eagerly processes all paraméternsfore, HLA
expands the statement algoto

#print( "Hello ", "World" )

since "©oDefer( World )" expands t@string:tdParm and that expands to "World".

Most of the time, the choice between deferred and eager evaluation produces the same result. In Pro-
gram 8.2, for example, it doesn’'t matter whetherTibieefer macro e&pansion is eager (thus passing the
string "World" as the parameter testEVD) or deferred. Either mechanism produces the same output.

There are situations where deferredleation is not interchangeable with eagealeation. The fol
lowing program demonstrates a problem that can occur when you use defaluedian rather than eager
evaluation. In this xample the program attempts to pass the current line number in the stua di
parameter to a macroThis does not wrk because HLA@ands (andwaluates) the @LINENUMBER
function call inside the macro owexy invocation. Therefore, this programwahys prints the same line
number (eight) rgardless of the wocation line number:

// This programa situation where deferred
/1 evaluation fails to work properly.

program Def erredFai | s;
macro printAt( where );
#print( "at line ", where )

endnacr o;
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begi n DeferredFails;

printAt( @inenunber );
printAt( @ineNunber );

end DeferredFails;

Program 8.3  An Example Where Deferred Evaluation Fails to Work Properly

Intuitively, this program should print:

at line 14
at line 15

Unfortunately because of deferred evaluation, the priotAt invocations simply pass the text "@linernum

ber" as the actual parameter value rather than the string representing the line numbers of these two state
ments in the program. Since the formal parameter always expands to @LINENUMBER on the same line

(line eight), this program always prints the same line number regardless of the line number of the macro

invocation.

If you need an eager evaluation of a macro parameter there are three ways to achieve this. First of all, of
course, you can specifytext object as a macro parameter and HLA will immediatelya@d that object
prior to passing it as the macro paramefére second option is to use the @TEXT function (with a string
parameter). HLA will also immediately process this objeqiaading it to the appropriatexteprior to pre
cessing that t& as a macro parametefhe third option is to use the @EVN pseudo-function.Within a
macro irvocations parameter list, th@EVAL function instructs HLA to ealuate the @ENL parameter
prior to passing the xéto the macro.Therefore, you can correct the problenPimgram 8.3y using the
following code (which properly prints at "at line 14" and "at line 15"):

/1 This programa situation where deferred
// evaluation fails to work properly.

progr am Eval Succeeds;
nacro printAt( where );
#print( "at line ", where )
endnacr o;
begi n Eval Succeeds;

printAt( @val ( @inenunber ));
printAt( @val ( @i neNunber ));

end Eval Succeeds;

Program 8.4  Demonstration of @EVAL Compile-time Function

In addition to immediately processingilt-in compiler functions lik @LINENUMBER, the @EXL
pseudo-function will also roke ary macros appearing in the @&V parameter @E\AL usually leaes
other \alues unchanged.
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8.2.3 Local Symbols in a Macro

Consider the folling macro declaration:
nacro JZCQ( target );

jnz Not Target ;
jc target;
Not Tar get :

endnacr o;

The purpose of this macro is to simulate an instruction that jumps to theexpéamfet location if the
zero fhg is setand the carry fhg is set. Carersely if either the zero #lg is clear or the carryafy) is clear
this macro transfers control to the instruction immediatelyvioiig the macro imocation.

There is a serious problem with this macro. Consider what happens if you use this macro more than
once in your program:

JZQ( Destl);

JZQ( Dest2 );

The macro iiocations above expand to the following code:

jnz Not Tar get ;
jc Destl;
Not Tar get :

jnz Not Tar get ;
jc Dest2;
Not Tar get :

The problem with thex@ansion of these two macro invocations is that they both emit the same\fatbel,
Target, during macro expansion. When HLA processes this code it will complain about a duplicate symbol
definition. Therefore, you must take care when defining symbols inside a macro because multiple invoca
tions of that macro may lead to multiple definitions of that symbol.

HLA's solution to this problem is to allow the useloal symbols within a macro. Local macro sym
bols are unique to a specifivocation of a macro. df example, hadNotTarget been a local symbol in the
JZC macro ivocations abee, the program auld have compiled properly since HLA treats each occurrence
of NotTarget as a unique symbol.

HLA does not automatically makinternal macro symbol dgitions local to that macro Instead, you
must eplicitly tell HLA which symbols must be localou do this in a macro declaration using the follo
ing generic syntax:

#macro nacronane ( optional _paraneters ) . optional _|ist_of_Iocal _nanes ;
<< nmacro body >>
#endnacr o;

3. Sometimes you actually want the symbols to be global.
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The list of local names is a sequence of one or more HLA idast8eparated by commas/heneer
HLA encounters this name in a particular macrm@ation it automatically substitutes some unique name
for that identifer. For each macro irocation, HLA substitutes a d&frent name for the local symbol.

You can correct the problem with tB&C macro by using the follding macro code:
#macro JZQ( target ):Not Target;

j nz Not Tar get ;
jc target;
Not Tar get :

#endnacr o

Now whenever HLA processes this macro it will automatically associate a unique symbol with each occur
rence ofNotTarget. This will prevent the duplicate symbol error that occurs if you do not déxdéifarget
as a local symbol.

HLA implements local symbols by substituting a symbol of the forrmiin_" (wherennnn is a
four-digit hexadecimal number) wherer the local symbol appears in a macnogation. Br example, a
macro ivocation of the form "JZC( SomeLabel );" mighkpand to

jnz _010A ;
j ¢ SoneLabel ;
_010A :

For each local symbol appearing within a macro expansion HLA will generate a unique temporary identifier
by simply incrementing this numeric value for each new local symbol it needs. As long as you do rot explic
itly create labels of the form hnnn_" (wherennnn is a hexadecimal value) there will never be a conflict in
your program. HLA explicitly reserves all symbols that begin and end with a single underscore for its own
private use (and for use by the HLA Standard Library). As long as you honor this restriction, there should
be no conflicts between HLA local symbol generation and labels in your own programs since all HLA-gen
erated symbols begin and end with a single underscore.

HLA implements local symbols by effectively converting that local symbol to a text constant that
expands to the unique symbol HLA generates for the local label. That is, HLA effectively treats local sym-
bol declarations as indicated by the following example:

#macro JZQ( target );
?Not Target:text :="_010A ",

jnz Not Tar get ;
jc target;
Not Tar get :

#endnmacr o;

Wheneer HLA expands this macro it will substitute " _010A_" for each occurrenbletdarget it encoun

ters in the expansion. This analogy isn’t perfect because the text sMoilbailget in this example is still
accessible after the macro expansion whereas this is not the case when defining local symbols within a
macro. But this does give you an idea of how HLA implements local symbols.

One important consequence of HLA's implementation of local symbols within a macro is that HLA will
produce some puzzling error messages if an error occurs on a line that uses a local symbol. Consider the fol-
lowing (incorrect) macro declaration:

#macro LoopZCQ( TopCfLoop ): Exitlocation;

jnz ExitLocation;
j ¢ TopOf Loop;

#endnacr o;
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Note that in this x@ample the macro does not define EhétLocation symbol even though there is a jump
(JNZ) to this label. If you attempt to compile this program, HLA will complain about an undefined state
ment label and it will state that the symbol is something like "_010A_" ratheExidocation.

Locating the exact source of this problem can be challenging since HLA cannot report this error until
the end of the procedure or program in whiobpZC appears (long after yote invoked the macro). If you
have lots of macros with lots of local symbols, locating tkece problem is going to be a lot obvk; your
only option is to carefully analyze the macros you do call (perhaps by commenting them out of your pro
gram one by one until the error goegag) to discwer the source of the problem. Once you determine the
offending macro, the e step is to determine which local symbol is the culprit (if the macro contains more
than one local symbol). Because trackingvddugs associated with local symbols can be tough, you
should be especially careful when using local symbols within a macro.

Because local symbols ardegftively text constants, dohforget that HLA eagerly processesydacal
symbols you pass as parameters to other madimosee this ééct, consider the follsing sample program:

/1 Local Dermo. H.A

/1

/1 This program denonstrates the effect
/'l of passing a |ocal nacro synbol as a
/| parameter to another macro. Remenber,
/1 local macro synbols are text constants
/1 so HLA eager eval uates them when they
/| appear as nacro paramneters.

pr ogr am Local Expansi onDeno;

macro printlt( what );

#print( @tring: what )
#print( what )

endnacr o;
macro Local Deno: | ocal ;
?local :string := "local Str";

printlt( local ); // Eager eval uation, passes "_nnnn_".
printlt( #( local )# ) // Force deferred eval uation, passes "local".

endnacr o;
begi n Local Expansi onDeno;
Local Deno;

end Local Expansi onDeno;

Program 8.5  Local Macro Symbols as Macro Parameters

Inside LocalDemo HLA associates the unique symbol " 0001 " (or something similar) with the local
symbollocal. Next, HLA defines " _0001_" to be a string constant and associatexttiotalStr" with this
constant.
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The first printlt macro ivocation &pands to "printlt( _0001 )" because HLA eagerly processes te
constants in macro parameter lists (rememlogal symbols are, fefctively, text constants). Therefore,
printlt's what parameter contains thexté' 0001 " for this fist invocation. Therefore, the fst #PRINT
statement prints thissteual data ("_0001_") and the second print statement printsathe sssociated with
" 0001 " which is "localStr".

The secongrintlt macro ivocation inside théocal Demo macro eplicitly forces HLA to use deferred
evaluation since it surroundscal with the "#(" and ")#" braakting symbols.Therefore, HLA associates
the text "local" with printlt's formal parameter rather than the@nsion "_0001_". Insiderintlt, the fist
#PRINT statement displays thet@ssociated with thehat parameter (which is "local" at this pointffhe
second #PRINT statementpandswhat to produce "local". Sinckocal is a currently defied text constant
(defined within LocalDemo that invokes printlt), HLA expands this tet constant to produce "_0001_".
Since "_0001_" is a string constant, HLA prints the spatifitring ("localStr") during compilationThe
complete output during compilation is

_0001_

| ocal Str
| ocal

| ocal Str

Discussing thexpansion of local symbols may seenelik lot of unnecessary detail. Wkwer, as your
macros become more comyplgou may run into dffculties with your code based on theyatHLA expands
local symbols. Hence it is necessary teeha good grasp on WaHLA processes these symbols.

Quick tip: if you eer need to generate a unique label in your program, you can use HLA local symbol
facility to achi@e this. Normallyyou can only reference HL#\local symbols within the macro that def
the symbol. Haever, you can covert that local symbol to a string and process that string in your program
as the folloving simple program demonstrates:

/1 Uni queSynbol s. H.A
;; Thi s program denonstrates how to generate
/1 unique synbols in a program
pr ogr am Uni queSynsDeno;
nmacro uni que: t heSym
@tring:theSym

endnacr o;

begi n Uni queSynsDeno;

?lbl:text := unique;
jnp bl
I bl :
?@ostring: 1 bl :text := unique;
jnp bl
I bl :

end Uni queSynsDeno;
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Program 8.6 A Macro That Generates Unique Symbols for a Program

The first instance ofabel: in this program xpands to " 0001 _:" while the second instanckalodl: in
this program epands to " 0003 _:". Of course, reusing symbols in this manner is horrible programming
style (it's very confusing), bt there are some cases ybahcounter when writing a@wced macros where
you will want to generate a unique symbol for use in your progiidmeunique macro in this program dem
onstratesxactly hav to do this.

8.2.4

Macros as Compile-Time Procedures

Although programmers typically use macrosspand to some sequence of machine instructions, there
is absolutely no requirement that a macro body contaireacutable instructions. Indeed, mpanacros
contain only compile-time language statements (e.g. #HILE, "?" assignments, etc.). By placing only
compile-time language statements in the body of a macro, you feativefy write compile-time proce
dures and functions using macros.

Theunigue macro from the prgous section is a goockample of a compile-time function that returns a
string result. Consideagnin, the defiition of this macro:

#macr o uni que: t heSym
@tring:theSym
#endnacr o;

Wheneer your code references this macro, HLA replaces the maearation with the tet
"@string:theSym" which, of coursexmands to some string BK' 021F ".Therefore, you can think of this
macro as a compile-time function that returns a string result.

Be careful that you dontake the function analogy toaf Remembemmacros alays epand to their
body tet at the point of imocation. Somex@ansions may not bedal at ary arbitrary point in your pro
grams. Brtunately most compile-time statements argalearywhere whitespace isdal in your programs.
Therefore, macros generally bekaas you wuld expect functions or procedures to bedaluring the xe-
cution of your compile-time programs.

Of course, the only diérence between a procedure and a function is that a function returns some
explicit value while procedures simply do some\atti There is no special syntax for specifying a eom
pile-time function return alue. As the &ample abwe indicates, simply specifying thalue you wish to
return as a statement in the macro bodfices. A compile-time procedure, on the other handuld not
contain ag hon-compile-time language statements tixagad into some sort of data during macrmoa
tion.

8.2.5

Multi-part (Context-Free) Macros

HLA’s macro &cilities, as described up to this point, are not particularly amazing. Indeed, most assem
blers provide macro écilities \ery similar to those this chapter presents up to this point. Ed#hniechapter
made the claim that HLA macro &cilities are quite a bit more werful than those found in other assembly
languages (or gnprogramming language for that matter)artRof this paver comes from the syrggr that
exists between the HLA compile-time language and HKL&acros. Heever, the one feature that sets
HLA’s macro &cilities apart from all others is HLg\ability to handle multi-part, or contefree®, macros.
This section describes thiswerful feature.

4. The term "context-free" is an automata theory term used to describe constructs, like programming language control struc-
tures, that allow nesting.
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The best wy to introduce HLAs conteat-free macrodcilities is via anxample. Suppose youanted
to create a macro to deé a ne high level language statement in HLA (ary common use for macros).
Let's say you anted to create a statementlike follaving:

nLoop( 10 )
<< body >>
endl oop;

The basic idea is that this codewid execute the body of the loop ten times (owkeer mary times the
nLoop parameter specés). A typical low-level implementation of this control structure mightaake fol
lowing form:

nmov( 10, ecx );
Uni queLabel

<< body >>

dec( ecx );
j ne Uni queLabel

Clearly it will require tvo macros iiLoop andendloop) to implement this control structuréhe frst
attempt a bginner might try is doomed taifure:

#nmacro nLoop( cnt );
nov( cnt, ecx );
Uni queLabel

#endnacr o;

#macr o endl oop;
dec( ecx );
j ne Uni queLabel
#endnacr o;

You've already seen the problem with this pair of macroy:uke a global tget label. Any attempt to
use thenLoop macro more than once will result in a duplicate symbol eroeriously, we utilized HLAs
local symbol &cilities to wercome this problem. khever, that approach will not @rk here because local
symbols are local to a specifinacro irvocation; unfortunatejythe endloop macro needs to reference
UniqueLabel inside thenLoop invocation, sdJniqueLabel cannot be a local symbol in thisaenple.

A quick and dirty solution might be to @kadantage of the trick empjed by theunique macro
appearing in prgous sections. By utilizing a globalxteconstant, you can share the label information
across tw macros using an implementatiorelithe follaving:

#macro nLoop( cnt ): Uni quelLabel
?nLoop_target:string := @tring: Uni queLabel
mov( cnt, ecx );

Uni queLabel

#endnacr o;

#macr o endl oop

dec( ecx );
jnz @ext( nLoop_target );

#endnmacr o;
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Using this defiition, you can he multiple calls to th@Loop andendloop macros and HLA will not
generate a duplicate symbol error:

nLoop( 10 )
stdout. put ( "Loop counter =", ecx, nl );
end| oop;
nLoop( 5)
stdout. put ( "Second Loop Counter =", ecx, nl );
end| oop;

The macro imocations abee produce something Bkthe follaving (reasonably correctkpansion:

nov( 10, ecx );

_023A : /1 Uni queLabel , first invocation
stdout. put ( "Loop counter =", ecx, nl );
dec( ecx );
jne _023A ; /| Expansion of nLoop_target becones _023A .
mov( 5, ecx );
_023B _: /1 Uni queLabel , second invocati on.
stdout. put ( "Second Loop Counter =", ecx, nl );
dec( ecx );
jnz _023B ; /1 Expansi on of nLoop_target becones _023B .

This scheme looks lkit's working properly However, this implementation stdrs from a big dna-
back- it fils if you attempt to nest thri.oop..endloop control structure:

nLoop( 10 )

push( ecx ); // Mist preserve outer |oop counter.
nLoop( 5 )

stdout. put ( "ecx=", ecx, " [esp]=", (type dword [esp]), nl );

endl oop;
pop( ecx ); // Restore outer |oop counter.

end| oop;

You would epect to see this code print its message 50 timesveky the macro imocations abee
produce code li& the follaing:

nmov( 10, ecx );

0321 _: /1 Uni queLabel , first invocation
push( ecx );
nov( 5, ecx );
_0322_:
stdout. put ( "ecx=", ecx, " [esp]=", (type dword [esp]), nl );
dec( ecx );
jne _0322_; /| Expansion of nLoop_target becones _0322_.
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pop( ecx );
dec( ecx );
jne _0322_; /| Expansion of nLoop_target incorrectly becomes _0322_.

Note that the last INE should jump to label "_0321 " rather than "_0322_". Unfortutteehested
invocation of thenLoop macro @erwrites the alue of the global string constamitoop_target thus the last
JNE transfers control to the wrong label.

It is possible to correct this problem using an array of strings and another compile-time constant to cre
ate astack of labels. By pushing and popping these labels as you encountgrandendloop you can emit
the correct code. Hiever, this is a lot of wrk, is \ery inelggant, and you must repeat this process Verye
nestable control structure you dream up. In othandg; its a total kludge. éttunately HLA provides a
better solution: multi-part macros.

Multi-part macros let you defe a set of macros thabvk together ThenLoop and theendloop macros
in this section are a good@ample of a pair of macros thabvk intimately together By defning nLoop and
endloop within a multi-part macro defition, the problems with communicating thegetrlabel between the
two macros goesway because multi-part macros share parameters and local synilidsprovides a
much more elgant solution to this problem than using global constants to hgjettabel information.

As its name suggests, a multi-part macro consists of a sequence of statements contamigHed
macro names (e.giLoop andendloop). Multi-part macro isocations alays consist of at least tamacro
invocations: eeginning invocation (e.g.nLoop) and aterminating invocation (e.g.endloop). Some num
ber of unrelated (to the macro bodies) instructions may appear betweer timawations. To declare a
multi-part macro, you use the folling syntax:

#macr o begi nni nghacro (optional _paraneters) : optional | ocal _synbol s;
<< begi nni nghvacro body >>

#termnator term natinghMacro (optional _paraneters) : optional | ocal _synbol s;
<< term natingVacro body >>

#endnacr o;

The presence of t#ETERMINATOR section in the macro declaration tells HLA that this is a multi-part
macro declaration. It also ends the macro declaration of tenieg macro and lggns the declaration of
the terminating macro (i.e., theviocation ofbeginningMacro does not emit the code associated with the
#TERMINATOR macro).As you would expect, parameters and local symbols are optional in both declara
tions and the associated glue characters (parentheses and colons) are not present if the parameters and local
symbol lists are not present.

Now let’s look at the multi-part macro declaration for ttheop..endloop macro pair:
#macr o nLoop( cnt ): TopCf Loop;

mov( cnt, ecx );
TopCf Loop:

#t erm nat or endl oop;

dec( ecx );
j ne TopCf Loop;

#endnmacr o;

As you can see in thiskemple, the definition of theloop..endloop control structure is much simpler when
using multi-part macros; better still, multi-part macro declarations work even if you nest the invocations.
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The most notable thing in this particular macro declaration is thantfieop macro has access to
nLoop’s parameters and local symbols (in thisraple theendloop macro does not referencat, but it
could if this was necessary)Trhis males communication between theotwacros twial.

Multi-part macro irocations must alays occur in pairs. If the gmning macro appears in thetgthe
terminating macro must folloat some pointA terminating macro may mer appear in the sourcéefivith-
out a prgious, matching, instance of thedirening macro. These semantics are identical to mar the
HLA high level control structures; i.e., you cannovéan ENDIF without hang a corresponding IF clause
earlier in the sourceld.

When you nest multi-part macrovocations, HLA "magically” keps track of local symbols anavalys
emits the appropriate local labellue. The nested macros appearing earlier are no problem for multi-part

macros:
nLoop( 10 )
push( ecx ); // Mist preserve outer |oop counter.
nLoop( 5)
stdout. put ( "ecx=", ecx, " [esp]=", (type dword [esp]), nl );
end| oop;

pop( ecx ); // Restore outer |oop counter.
endl oop;

The abwoe code properly compiles to something like:

mov( 10, ecx );
_O1FE :

push( ecx );
nmov( 5, ecx );
_O1FF :

stdout. put ( "ecx=", ecx, " [esp]=", (type dword [esp]), nl );

dec( ecx );
jne _O1FF ;

pop( ecx );

dec( ecx );
jne _O1FE ; /1 Note the correct |abel here.

In addition to terminating macros, HLsAmulti-part macrodcilities also preide an option for introduc
ing additional macro declarations associated with tiggnbeng/terminating macro patKEYWORD mae
ros. #KEYWORD macros are macros that areacionly between a specifbeaginning and terminating
macro pair The classic use for #KEY®@WRD macros is to all@ the introduction of conig-sensitve key-
words into the macro (contesensitve, in this case, meaning that the terms are onlyeaaitithin the con
text of the body of statements between thgil@ng and terminating macros). Classiamples of
statements that could emplthese types of macros include the BREAK and CONTINUE statements within
a loop body and the CASE clause within a SWITCH..ENDSWITCH statement.

The syntax for a multi-part macro declaration that includes one or more #KIRDANacros is the fel
lowing:

#macr o begi nni ngMacro( optional _paraneters ): optional _| ocal _| abels;
<< begi nni nghacro Body >>

#keywor d keywor divacro( optional _paraneters ): optional _| ocal _| abel s;
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<< keywor dMacro Body >>

#termnator term natinghacro( optional _paraneters ): optional _| ocal _| abel s;
<< term nati ngvacro Body >>

#endnacr o;

If a #KEYWORD macro is present in a macro declaration there must also be a terminating maero decla
ration. You cannot hee a #KEYWORD macro without a corresponding #TERMINOR macro. The
#TERMINATOR macro declaration isvehys last in a multi-part macro declaration.

The syntax kample abwe specifes only a single #KEYWRD macro. HLA, haever, allovs zero or
more #KEYWORD macro declarations in a multi-part macfiche HLA SWITCH statement, forxample,
defines tvo #KEYWORD macroscase anddefault.

#KEYWORD and #TERMIMTOR macros may refer to the parameters and local symbotedefi
the bginning macro, bt they may not refer to locals and parameters in other #KERD macros. &am
eters and local symbols in #KEY®NRD macro declarations are local to that specifacro. If you really
need to communicate information between #KE¥RD and #TERMIMTOR macros, dafie some local
symbols in the bginning macro and assign these local symbols the parameter (or local syahied)ia the
affected #KEYWORD macro. Then refer to this lggnning macro local symbol in other parts of the macro.
The following is a triial example of this:

#macr o Shar ePar anet er : par nval ue;
<< begi nni ng macro body >>
#keywor d ParnToShare( p );
?parmVal ue: text := @tring:p;
<< keyword macro body >>
#t erm nat or UsesShar edPar m
nov( parnVal ue, ecx );
<< term nator nacro body >>
#endnacr o;

By assigningParmToShare's parameter value to the beginning macmsmvalue local symbol, this code
makes the value qf accessible by thdsesSharedParm terminating macro.

This section only touches on the capabilities of HLA's multi-part macro facilities. Additional examples
appear later in this chapter in the section on Domain Specific Embedded Languages (see “Domain Specific
Embedded Languages” on page 1003). This text will make use of HLA's multi-part macros in later chapters
as well. For more information on multi-part macros, see these sections in this text or check out the HLA
documentation.

8.2.6

Simulating Function Overloading with Macros

The C++ language supports a nifty featurevkma@sfunction overloading. Function @erloading lets
you write seeral diferent functions or procedures that alvédahe same nameThe diference between
these functions is the types of their parameters or the number of pararAgiessedure declaration is said
to be unique if it has a dérent number of parameters than other functions with the same name or if the
types of its parameters fifs from another function with the same name. HLA does not directly support
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procedure werloading It you can use macros to acldghe same resuliThis section ¥plains hev to use
HLA’s macros and the compile-time language to aehfienction/procedureverloading.

One good use for procedureenloading is to reduce the number of standard library routines you must
remember he to use. Br example, the HLA Standard Library pides four diferent "puti” routines that
output an intger \alue:stdout.puti64, stdout.puti32, stdout.puti16, andstdout.puti8. The diferent routines,
as their name suggests, output gete\alues according to the size of their gee parameter In the C++
language (or another other language supporting procedure/funeédoanling) the engineer designing the
input routines wuld probably hee chosen to name them didlout.puti and le&e it up to the compiler to
select the appropriate one based on the operarfd Fike folloving macro demonstratesvado do this in
HLA using the compile-time language tgure out the size of the parameter operand:

/1 Puti.hla

11

/1 This program denonstrates procedure overl oadi ng via nacros.
/1

/1 1t defines a "puti" macro that calls stdout.puti8, stdout.puti 16,
/1 stdout.puti32, or stdout.puti64 depending on the size of the operand.

pr ogr am put i Deno;
#include( "stdlib.hhf" )

/1l puti-
/1
// Automatically decides whether we have a 64, 32, 16, or 8-hit
/1 operand and calls the appropriate stdout.puti X routine to
// output this val ue.
nmacro puti( operand );
/1 1f we have an eight-byte operand, call puti64:
#if( @ize( operand ) = 8)

stdout . puti 64( operand );

I/l 1f we have a four-byte operand, call puti32:
#el sei f( @ize( operand ) = 4)

stdout . puti 32( operand );

/1 1f we have a two-byte operand, call putil6:
#el sei f( @ize( operand ) = 2)

stdout. puti 16( operand );

/1 1f we have a one-byte operand, call puti8:

#el seif( @ize( operand ) = 1)

5. By the way, the HLA Standard Library does this as well. Although it doesn't pistgi@e. puti, it does providetdout.put
that will choose an appropriate output routine based upon the parameter’s type. This is a bit more flexiplei tioanize.
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stdout. puti 8( operand );

// 1f it's not an eight, four, two, or one-byte operand,
/1l then print an error message:
#el se

#error( "Expected a 64, 32, 16, or 8-bit operand" )

#endi f

endnacr o;

/1 Sone sanpl e variabl e decl arations so we can test the macro above.

static
i 8: int8 = -8;
i 16: intl6 = -16;
i 32: int32 = -32;
i 64: gwor d;

begi n puti Denv;
/] Initialize i64 since we can't do this in the static section.

nov( -64, (type dword i64));
nov( $FFFF_FFFF, (type dword i64[4]));

/1 Deno the puti macro:

puti( i8 ); stdout.new n();
puti( i16 ); stdout.new n();
puti( i32); stdout.new n();
puti( i64 ); stdout.new n();

end puti Deno;

Program 8.7  Simple Procedure Overloading Based on Operand Size

The example abwe simply tests the size of the operand to determine which output routine téouse.
can use other HLA compile-time functions di@TYPENAME, to do more sophisticated processing. Con
sider the folleving program that demonstrates a macro thatloads stdout.puti32, stdout.putu32, and std
out.putd depending on the type of the operand:

/1 put32.hla

/1

/1 This program denonstrates procedure overl oadi ng via nmacros.

/1

// 1t defines a "put32" nmacro that calls stdout.puti32, stdout. putu32,
/1 or stdout. put dw dependi ng on the type of the operand.
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pr ogr am put 32Denv;
#i ncl ude( "stdlib. hhf" )

/1l put 32-
/1
// Automatically decides whether we have an int32, uns32, or dword
/1 operand and calls the appropriate stdout.putX routine to
// output this val ue.
macro put 32( operand );
/1 1f we have an int32 operand, call puti32:

# f( @ypenane( operand ) = "int32" )

stdout . puti 32( operand );

/1 If we have an uns32 operand, call putu32:
#el sei f ( @ypenane( operand ) = "uns32" )

st dout . put u32( operand );

/1 If we have a dword operand, call putidw
#el sei f ( @ypenane( operand ) = "dword" )

st dout . putd( operand );

/1 1f it's not a 32-bit integer value, report an error:
#el se

#error( "Expected an int32, uns32, or dword operand" )
#endi f

endnacr o;

/1 Sone sanpl e variabl e decl arations so we can test the macro above.

static
i 32: int32 = -32;
u32: uns32 = 32;
d32: dwor d = $32;

begi n put 32Denv;

/1 Deno the put32 nacro:
put 32( d32 ); stdout.new n();

put 32( u32 ); stdout.new n();
put32( i32); stdout.new n();
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end put 32Denv;

Program 8.8  Procedure Overloading Based on Operand Type

You can easily extend the macro above to output eight and sixteen-bit operands as well as 32-bit operands.
That is left as an exercise.

The number of actual parameters is another way to resolve which overloaded procedure to call. If you
specify a variable number of macro parameters (using the "[ " syntax, see “Macros with a Variable Number
of Parameters” on page 974) you can use the @ELEMENTS compile-time function to determine exactly
how many parameters are present and call the appropriate routine. The following sample program uses this
trick to determine whether it should cstiflout.puti32 or stdout.puti32S ze;

/1l puti32. hla

/1

/1 This program denonstrates procedure overl oadi ng via nmacros.
/1

/1 1t defines a "puti32" macro that calls stdout. puti32 or stdout. puti 32size
/1 dependi ng on the nunber of paraneters present.

progr am put i 32Denv;
#incl ude( "stdlib.hhf" )

/'l puti32-
/1
/1 Automatically decides whether we have an int32, uns32, or dword
/1 operand and calls the appropriate stdout.putX routine to
/1 output this val ue.
nmacro puti 32( operand[] );
/1 1f we have a single operand, call stdout. puti32:
#if( @l ements( operand ) = 1)
stdout. puti 32( @ext(operand[0]) );
/1 1f we have two operands, call stdout.puti 32size and
I/ supply a default value of ' ' for the padding character:
#el sei f( @l ements( operand ) =2 )
stdout . puti 32Si ze( @ext(operand[0]), @ext(operand[1]), " " );
/1 1f we have three paraneters, then pass all three of them
I/l along to puti32si ze:
#el seif( @l ements( operand ) = 3 )
stdout . puti 32Si ze

(
@ext (operand[Q]),
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@ext (operand[ 1]),
@ ext (operand[ 2])
)
/1 1f we don't have one, two, or three operands, report an error:
#el se
#error( "Expected one, two, or three operands" )

#endi f

endnacr o;

/1 A sanpl e variable declaration so we can test the macro above.
static
i 32: int32 1= -32;

begi n puti 32Denv;

/1 Deno the put32 nacro:

puti32( 132 ); stdout.new n();
puti32( 132, 5); stdout.new n();
puti32( 132, 5 '*' ); stdout.new n();

end puti 32Denv;

Program 8.9  Using the Number of Parameters to Resolve Overloaded Procedures

All the examples up to this point prie procedureerloading for Standard Library routines (specifi
cally, the intger output routines). Of course, you are not limitedverloading procedures in the HLA
Standard LibraryYou can create youma overloaded procedures as wellll you've got to do is write a set
of procedures, all with unique names, and then use a single macro to decide which routine to actually call
based on the macmoparameters. Rather than call thevitlial routines, imoke the common macro and let
it decide which procedure to actually call.

8.3  Writing Compile-Time "Programs”

The HLA compile-time language prioles a pwerful facility with which to write "programs" thake-
cute while HLA is compiling your assembly language prografithough it is possible to write some gen
eral purpose programs using the HLA compile-time language, the real purpose of the HLA compile-time
language is to alle you to write short prograntbkat write other programs. In particulay the primary pur
pose of the HLA compile-time language is to automate the creatiorgefdarcomplg assembly language
sequencesThe following subsections puide some simplexamples of such compile-time programs.
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8.3.1 Constructing Data Tables at Compile Time

Earlier, this text suggested that you could write programs to generage,laomplg, lookup tables for
your assembly language programs (%eeneratingTables” on pagé51). That chapter praded examples
in HLA but suggested that writing a separate progra® wnnecessaryThis is true, you can generate most
look-up tables youi need using nothing more than the HLA compile-time languaggitfes. Indeed, fii-
ing in table entries is one of the principle uses of the HLA compile-time language. In this section we will
take a look at using the HLA compile-time language to construct data tables during compilation.

In the section on generating tables, thig gave an &ample of an HLA program that writes tdile
containing a lookup table for the trigonomesiice function. The table contains 360 entries with the ide
into the table specifying an angle ingdees. Eachnt32 entry in the table contained thelue
sin(angle)* 1000 whereangleis equal to the indeinto the table.The section on generating tables suggested
running this program and then including thet teutput from that program into the actual program that used
the resulting tableYou can goid much of this wrk by using the compile-time languag&he followving
HLA program includes a short compile-time code fragment that constructs this table of sines directly

/1 denoSi nes. hl a

/1

/1 This program denonstrates how to create a | ookup table
/1 of sine values using the H.A conpile-tine | anguage.

pr ogr am denoSi nes;
#incl ude( "stdlib.hhf" )

const
pi :real 80 := 3.1415926535897;

readonl y
sines: int32] 360 ] :=
[

/1 The follow ng conpile-tinme program generat es
/1 359 entries (out of 360). For each entry
/] it conputes the sine of the index into the
/1l table and multiplies this result by 1000

// in order to get a reasonabl e integer val ue.

?angle := 0;
#whi l e( angle < 359 )

/1 Note: HLA's @in function expects angl es
/1 in radians. radians = degrees*pi/ 180.

/1 the "int32" function truncates its result,
/1 so this function adds 1/2 as a weak attenpt
/1 to round the val ue up.

int32( @in( angle * pi / 180.0 ) * 1000 + 0.5 ),
?angle := angle + 1;

#endwhi | e
/] Here's the 360th entry in the table. This code
/1 handles the last entry specially because a conma

// does not followthis entry in the table.

int32( @in( 359 * pi / 180.0 ) * 1000 + 0.5 )
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begi n denoSi nes;
/1 Sinple denmo programthat displays all the values in the table.
for( nov( 0, ebx); ebx<360; inc( ebx )) do

nov( sines[ ebx*4 ], eax );

st dout . put

(
"sin( ",
(type uns32 ebx ),
' )*1000 = ",
(type int32 eax ),
nl

)

endf or;

end denoSi nes;

Program 8.10 Generating a SINE Lookup Table with the Compile-time Language

Another common use for the compile-time language isiid BSCII character lookup tables for use by
the XLAT instruction at run-time. Commomxamples include lookup tables for alphabetic case manipula
tion. The following program demonstratesviado construct an upper case ersion table and auer case
conversion tabl& Note the use of a macro as a compile-time procedure to reduce thexityngfléhe
table generating code:

/'l denoCase. hl a

11

/1 This program denonstrates how to create a | ookup tabl e
/1 of al phabetic case conversion val ues using the HLA

/1 conpile-time | anguage.

pr ogr am denoCase;
#include( "stdlib.hhf" )

const
pi :real 80 := 3.1415926535897;

/1 em t Char Range-

/1

//  This macro emts a set of character entries

// for an array of characters. It emts a list

I/ of values (with a comma suffix on each val ue)

// fromthe starting value up to, but not including,
/1 the ending val ue.

6. Note that on modern processors, using a lookup table is probably not the most efficient way to convert between alphabetic
cases. However, this is just an example of filling in the table using the compile-time language. The principles are correct
ewven if the code is not exactly the best it could be.
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macro enit Char Range( start, last ): index;

?index: uns8 := start;
#while( index < last )

char( index ),
?index := index + 1;

#endwhi | e
endnacr o;
readonl y

/1 toUC

/1 The entries in this table contain the val ue of the index

/1 into the table except for indicies #$61..#$7A (those entries

/1 whose indicies are the ASO| codes for the | ower case

I/ characters). Those particular table entries contain the

/1 codes for the correspondi ng upper case al phabetic characters.
/1 1f you use an ASO | character as an index into this table and
/1 fetch the specified byte at that |ocation, you will effectively
I/ translate | ower case characters to upper case characters and

Il leave all other characters unaffected.

t oUC: char[ 256 ] :=
[
/1 The follow ng conpile-tine program gener at es
/1 255 entries (out of 256). For each entry
/1 it conputes toupper( index ) where index is
/1 the character whose ASC| code is an index
/1l into the table.

em t Char Range( 0, uns8('a') )

/1 Ckay, we've generated all the entries up to

I/l the start of the |ower case characters. Qutput
/1 Upper Case characters in place of the | ower

/] case characters here.

em t Char Range( uns8('A'), uns8('Z) + 1)
/'l Ckay, enmt the non-al phabetic characters
/1 through to byte code #$FE
emtCharRange( uns8('z') + 1, $FF)
// Here's the last entry in the table. This code
/1 handles the last entry specially because a comma
/1l does not followthis entry in the table.
#$FF
1

/1 The following table is very sinilar to the one above.

/1 You woul d use this one, however, to translate upper case

I/ characters to | oner case while | eaving everything el se al one.
/1 See the comrents in the previous table for nore details.
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Td c: char[ 256 ] :=
[
enm t Char Range( 0, uns8('A) )
em t Char Range( uns8('a'), uns8('z') + 1)
emt CharRange( uns8('Z') + 1, $FF)

#SFF
1

begi n denoCase;
for( nov( uns32( ' ' ), eax ); eax <= $FF, inc( eax )) do

mov( toUd eax ], bl );
mov( TAc[ eax ], bh);
st dout . put
(
"toupper( '",
(type char al),

(type char bl),
tolower( '",
(type char al),

na ) = III’

(type char bh),

nl

)

endfor;

end denoCase;

Program 8.11 Generating Case Conversion Tables with the Compile-Time Language

One important thing to note about this sample isadlethat a semicolon does not falitheemitChar-
Range macro ivocations. Macro wocations do not require a closing semicolon. Often, itgal l® go
ahead and add one to the end of the maeacation because HLA is normallgry forgiving about haing
extra semicolons inserted into the code. In this caseeles, the extra semicolons are ilfgl because tlye
would appear between adjacent entries inTtbk andtoUC tables. Kep in mind that macrovncations
don't require a semicolon, especially when using macrociations as compile-time procedures.

8.3.2

Unrolling Loops

In the chapter on bwe-Level Control Structures (sé&nraveling Loops” on pag800) this tect points
out that you can unvel loops to impree the performance of certain assembly language programs. One
problem with unraelling, or unrolling, loops is that you may need to do a lotxtfaetyping, especially if
mary iterations are necessarkortunately HLA’'s compile-time languageadilities, especially the #WHILE
loop, comes to the rescudVith a small amount ofxtra typing plus one cgpof the loop bodyyou can
unroll a loop as mantimes as you please.

If you simply want to repeat the samragt code sequence some number of times, unrolling the code is
especially twial. All you've got to do is wrap an HLA #WHILE.. #ENMHILE loop around the sequence
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and count den aVAL object the speciéid number of times. df example, if you vanted to print "Hello
World" ten times, you could encode this as feko

?count := 0;
#whi | e( count < 10 )

stdout.put( "Hello Wrld", nl );
?count := count + 1;

#endwhi | e

Although the code alve looks ery similar to @aVHILE (or FOR) loop you could write in your pro
gram, remember the fundamentafelience: the code ab® simply consists of ten straigsitiout.put calls
in the program.Were you to encode this using a FOR loop, thevalevbe only one call tetdout.put and
lots of additional logic to loop back angegute that single call ten times.

Unrolling loops becomes slightly more complicated ¥ arstructions in that loop refer to thalue of
a loop control wriable or other alue that changes with each iteration of the loAptypical example is a
loop that zeros the elements of an gatearray:

nov( 0, eax );
for( nov( O, ebx ); ebx < 20; inc( ebx )) do

nmov( eax, array[ ebx*4 ] );
endf or;

In this code fragment the loop uses tldue of the loop controlariable (in EBX) to inde into array.
Simply copying "mov( eax, array[ ebx*4 ]);" twenty times is not the propeyvio unroll this loop.You
must substitute an appropriate constantiridehe range 0..76 (the corresponding loop indices, times four)
in place of "EBX*4" in this gample. Correctly unrolling this loop should produce the ¥ahg code
sequence:

nov( eax, array[ 0*4 ] )
nov( eax, array[ 1*4 ] )
nov( eax, array[ 2*4 ] )
mov( eax, array[ 3*4 ] )
nmov( eax, array[ 4*4 ] );
nov( eax, array[ 5*4 ] );
nov( eax, array[ 6*4 ] )
nov( eax, array[ 7*4 ] )
nov( eax, array[ 8*4 ] )
mov( eax, array[ 9*4 ] );
nov( eax, array[ 10*4 ] )
nov( eax, array[ 11*4 ] )
nov( eax, array[ 12*4 ] )
nov( eax, array[ 13*4 ] );
nov( eax, array[ 14*4 ] );

)

)

)

)

)

)
1

nmov( eax, array[ 15*4 ]
nov( eax, array[ 16*4 ]
nov( eax, array[ 17*4 ]
nov( eax, array[ 18*4 ]
nov( eax, array[ 19*4 ]

’
)
1
)

You can do this morefétiently using the follwing compile-time code sequence:

Riteration := 0;
#while( iteration < 20 )

nov( eax, array[ iteration*4 ] );
iteration := iteration+l;
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#endwhi | e

If the statements in a loop makise of the loop controaviables value, it is only possible to unroll such
loops if those &lues are knen at compile timeYou cannot unroll loops when user input (or other run-time
information) controls the number of iterations.

8.4 Using Macros in Different Source Files

Unlike procedures, macros do novda fked piece of code at some address in memdherefore,
you cannot create X&ernal" macros and link them with other modules in your progranwetds, it is very
easy to share macros withfdifent source lés — just put the macros you wish to reuse in a heddefi
include that fie using the #include diregg. You can mak the macro will beailable to ag source fie
you choose using this simple trick.

8.5  Putting It All Together

This chapter has barely touched on the capabilities of the HLA macro processor and compile-time lan
guage.The HLA language has one of the mostvpdful macro processors around. None of the other 80x86
assemblersven come close to HLA capabilities with rgard to macros. Indeed, if you could say just one
thing about HLA in relation to other assemblers, éd hase to be that HLA macro &cilities are, bydr,
the best.

The combination of the HLA compile-time language and the macro procegsdtllgh users the abil
ity to extend the HLA language in mamvays. In the chapter on Domain Specifanguages, yoll'get the
opportunity to see hoto create yourwn specialized languages using HeAnacro &cilities.

Even if you dont do eotic things like creating yourwn languages, HLA macro écilities and com
pile-time language are really great for automating code generation in your program$lLA Standard
Library, for exkample, maks heay use of HLAs macro &cilities; "procedures” li&stdout.put andstdin.get
would be ery difficult (if not impossible) to create without thewsr of HLA macro &cilities and the com
pile-time language. df some good>xamples of the possible comgiy one can achiee with HLAs mae
ros, you should scan through the #inclutksfin the HLA Standard Library and look at some of the macros
appearing therein.

This chapter sees as a basic introduction to HIsAmacro &cilities. As you use macros in youna
programs you will gin ezen more insight into their peer. So by all means, use macros as much as you can
— they can help reduce thefeft needed to deslop programs.
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