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Memory Architecture Chapter Six

6.1  Chapter Overview
This chapter discusses the memory hienarelthe diferent types and performancerdés of memory
found on a typical 80x86 computer system. klamgrammers tend to wviememory as this big naebous
block of storage that holdsles for future use. From a semantic point ofvytlis is a reasonable wie
However, from a performance point of viethere are mandifferent kinds of memory and using the wrong
one or using one form improperly carvha dramatically rgative impact on the performance of a program.
This chapter discusses the memory hienaeaeid hev to best use it within your programs.
6.2 The Memory Hierarchy
Most modern programs can bemegfieatly from a lage amount of ery fast memory A physical reality
however, is that as a memory dee gets lager, it tends to get slwer. For example, cache memories (see
“Cache Memory” on pag#53) are \ery fast lut are also small ankpensve. Main memory is ingensve
and lage, lut is slav (requiring vait states, seWVait States” on pagesl). The memory hierarghis a
mechanism of comparing the cost and performance ofaieus places we can store data and instructions.
Figure 6.1provides a look at one possible form of the memory hiegsarch
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Figure 6.1 The Memory Hierarchy

At the top leel of the memory hierarghare the CPL$ general purposegisters. The ragisters proide
the fastest access to data possible on the 80x86 TRE rayister fle is also the smallest memory object in
the memory hierargh(with just eight general purposeyisters &ailable). By virtue of theafct that it is vir
tually impossible to add moregisters to the 80x86, gesters are also the mosgpensve memory locations.
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Note that we can include FPU, MMX, SIMD, and other CPgisters in this class as wellhese additional
registers do not change thact that there are a&xy limited number of mggisters and the cost per byte is quite
high (figuring the cost of the CPUuililed by the number of bytes ofyister aailable).

Working our vay davn, theLevel One Cache system is thexhbighest performance subsystem in the
memory hierarcih On the 80x86 CPUs, the \ad One Cache is pvaded on-chip by Intel and cannot be
expanded. The size is usually quite small (typically between 4Kbytes and 32Kbytes), though ngeth lar
than the rgisters &ailable on the CPU chipAlthough the Lgel One Cache size isxéd on the CPU and
you cannot xpand it, the cost per byte of cache memory is mueiddhan that of the gisters because the
cache containsaf more storage than igsalable in all the combined gesters.

TheLevel Two Cache is present on some CPUSs, on other CPUs it is the system desighdo incor
porate this cache (if it is present at all)or Example, most Pentium Il, 1ll, and IV CPUsueaa level two
cache as part of the CPU packagé,mary of Intel's Celeron chips do not The Level Two Cache is gen
erally much lager than the kel one cache (e.g., 256 or 512KBytessus 16 Kilobytes). On CPUs where
Intel includes the Leel Two Cache as part of the CPU package, the cache igpent@able. It is still ver
cost than the heel One Cache because we amortize the cost of the CPU across all the bytesvalthed_e
Cache. On systems where thevéleTwo Cache isdernal, mag system designers let the end user select
the cache size and upgrade the sizar. ééonomic reasonsxternal caches are actually mospensve than
caches that are part of the CPU packageftte cost per bit at the transistovdkis still equvalent to the
in-package caches.

Below the Level Two Cache system in the memory hiergréills the main memory subsysteifhis is
the general-purpose, relaly low-cost memory found in most computer systemgpically, this is DRAM
or some similar ingpensve memory technology

Below main memory is the NUMA cagery. NUMA, which stands foNonUniform MemoryAccess is
a bit of a misnomer here. NUMA means thatedtént types of memory ka different access timeS here
fore, the term NUMA isdirly descriptve of the entire memory hierarchin Figure 6.1, havever, we'll use
the term NUMA to describe blocks of memory that are electronically similar to main mentdigr lone
reason or another operate sigrafitly slaver than main memonA good example is the memory on a video
display card.Access to memory on video display cards is often muaheslthan access to main memory
Other peripheral deces that preide a block of shared memory between the CPU and the peripheral proba
bly have similar access times as this video cardngple. Another kample of NUMA includes certain
slower memory technologies BkFlash Memory that ke signifcant slever access and transfers times than
standard semiconductor RAMVe’ll use the term NUMA in this chapter to describe these blocks of-mem
ory that look like main memory it run at slaver speeds.

Most modern computer systems implemenfidual Memory scheme that lets them simulate main
memory using storage on a diskvari While disks are signifantly slaver than main memoyyhe cost per
bit is also signiftantly lover. Therefore, it isdr less gpensve (by three orders of magnitude) &®efp some
data on magnetic storage rather than in main menfoxirtual Memory subsystem is responsible for trans
parently coping data between the disk and main memory as needed by a program.

File Storage also uses disk media to store program dataeveipit is the prograns responsibility to
store and retriee file data. In mayinstances, this is a bit sler than using/irtual Memory hence the
lower position in the memory hieraly?m

Below File Storage in the memory hieraycbomesNetwork Storage.At this level a program is éep
ing data on a diérent system that connects the progesagystem via a netwk. With Network Storage you
can implemenvirtual Memory File Storage, and a system kmasDistributed Shared Memory (where
processes running on fiifent computer systems share data in a common block of memory and cemmuni
cate changes to that block across the odgy

Virtual Memory File Storage, and Netwk Storage arexamples of so-calledn-line memory sub
systems Memory access via these mechanism isestdhan main memory accessit bvhen a program

1. Note, by the way, that the level two cache on the Pentium CPUs is typically not on the same chip as the CPU. Instead, Intel
packages a separate chip inside the box housing the Pentium CPU and wires this second chip (containing the level two cache)
directly to the Pentium CPU inside the package.

2. Note, however, that in some degenerate cases Virtual Memory can be much slower than file access.
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requests data from one of these memonyjicés, the dece is ready and able to respond to the request as
quickly as is phisically possible.This is not true for the remainingviels in the memory hierargh

The NearLine andOff-Line Storage subsystems are not immediately ready to respond to a psogram’
request for dataAn Off-Line Storage systemeleps its data in electronic form (usually magnetic or optical)
but on media that is not (necessarily) connected to the computer system while the program that needs the
data is running. Examples of f@fine Storage include magnetic tapes, disk cartridges, optical disks, and
floppy diskettes.When a program needs data from arioE medium, the program must stop anaitvior a
someone or something to mount the appropriate media on the computer sykisndelay can be quite
long (perhaps the computer operator decided te gakofee break?). Nedrine Storage uses the same
media as JfLine Storage, the dérence is that the system holds the media in a special robogicoxk
device that can automatically mount the desired media when some program requispest.and renwe
able media are among the mostxinensve electronic data storage formatgitable. Hence, these media
are great for storing lge amounts of data for long time periods.

Hard Copy storage is simply a print-out (in one form or another) of some data. If a program requests
some data and that data is present only in harg foom, someone will hae to manually enter the data into
the computer Paper (or other hard cgpnedia) is probably the leastmensie form of memoryat least for
certain data types.

6.3

How the Memory Hierarchy Operates

The whole point of the memory hieraycis to allav reasonablydst access to a g amount of mem
ory. If only a little memory \as necessarye'd use &st static RAM (i.e., the stithey make cache memory
out of) for everything. If speed asnt necessarywed just use lw-cost dynamic RAM foreerything. The
whole idea of the memory hierakcks that we can takadwantage of the principle of locality of reference
(see“Cache Memory” on pag&53) to move often-referenced data intast memory and lea less-used data
in slover memory Unfortunatelythe selection of often-use@nsus lessensed dataaries wer the gecu
tion of ary given program.Therefore, we cannot simply place our dataagious leels in the memory hier
archy and leae the data alone throughout theeution of the program. Instead, the memory subsystems
need to be able to me data between themsessdynamically to adjust for changes in locality of reference
during the prograns’ execution.

Moving data between thegisters and the rest of the memory hiergrishstrictly a program function.
The program, of course, loads data in@isters and storesgister data into memory using instructionslik
MOV. ltis strictly the programmex’or compilers responsibility to select an instruction sequence ek
heavily referenced data in thegisters as long as possible.

The program is lgely unavare of the memory hierargh In fact, the program onlyxelicitly controls
access to main memory and those components of the memory hiemtitble fie storage feel and belar
(since manipulating Iés is a program-spedifioperation). In particulacache access and virtual memory
operation are generally transparent to the progréhat is, access to theseédts of the memory hierargh
usually tale place without anintervention on the program’part. The program just accesses main memory
and the hardare (and operating system) ¢agare of the rest.

Of course, if the program really accessed main memory on each access, the progichnnwquite
slowly since modern DRAM main memory subsystems are muegesitinan the CPUThe job of the cache
memory subsystems (and the cache controller) is i@rdata between main memory and the cache so that
the CPU can quickly access data in the cacheawlisle, if data is notwailable in main memonput is avail-
able in slover virtual memorythe virtual memory subsystem is responsible fovingthe data from hard
disk to main memory (and then the caching subsystem mag the data from main memory to cache for
even faster access by the CPU).

With few exceptions, most transparent memory subsystem accessss shle place between onevid
of the memory hierarghand the leel immediately belw or abae it. For exkample, the CPU rarely accesses
main memory directly Instead, when the CPU requests data from mertie@y evel One Cache subsystem
takes wer. If the requested data is in the cache, then thell@ne Cache subsystem returns the data and
that's the end of the memory access. On the other hand if the data is not presenvét timeleache, then
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it passes the request onndoto the Leel Two Cache subsystem. If thedat Two Cache subsystem has the
data, it returns this data to thevieéOne Cache, which then returns the data to the CPU. Note that requests
for this same data in the near future will come from theeL®ne Cache rather than theveETwo Cache

since the Leel One Cache mohas a cop of the data.

If neither the Lgel One nor Leel Two Cache subsystemsvesa cop of the data, then the memory sub
system goes to main memory to get the data. If found in main methenythe memory subsystems yop
this data to the el Two Cache which passes it to thevebOne Cache whichggs it to the CPU. Once
again, the data is moin the Lezel One Cache, so ymeferences to this data in the near future will come
from the Lerel One Cache.

If the data is not present in main memduyt is present iVirtual Memory on some storageuitee, the
operating system tak wer, reads the data from disk (or othevides, such as a netwk storage seer) and
places this data in main memorylain memory then passes this data through the caches to the CPU.

Because olocality of reference, the Igest percentage of memory accesses jpdce in the heel One
Cache systemThe net largest percentage of accesses occur in thelde&vo Cache subsystem$he most
infrequent accesses ®@place inVirtual Memory

6.4 Relative Performance of Memory Subsystems

If you take another look atigure 6.1you’ll notice that the speed of thanous leels increases at the
higher levels of the memory hierarghA good question to ask, and one livebpe to answer in this section,
is "how much fster is each successilevel in the memory hierargf?” It actually ranges from "almost no
difference" to "four orders of magnitude" as ybseem momentarily

Registers are, unquestionaptiie best place to store data you need to access quiddgssing a igs-
ter never requires anextra time®. Furtherinstructions that access data can almoeghyd access that data in
a raister Such instructions already encode thgister "address" as part of the MOD-REG-R/M byte (see
“Encoding Instruction Operands” on paz@0). Therefore, it neer tales aly extra bits in an instruction to use a
register Instructions that access memory often requiteaebytes (i.e., displacement bytes) as part of the
instruction encodingThis males the instruction longer which meanaéde of them can sit in the cache or in
a prefetch queue. Hence, the program may rumes|d it uses memory operands more often thaister
operands simply due to the instruction sizéedénce.

If you read InteB instruction timing tables, ydi’see that thg claim that an instruction l&
"mov( some\ar, ecx );" is supposed to run asf as an instruction of the form "afebx, ecx );" Hwever,
if you read the fie print, youll find that thg male seeral assumptions about the former instruction. First,
they assume thagome¥r’'s value is present in thevel one cache memanyf it is not, then the cache con
troller needs to look in thevel two cache, in main memargr worse, on disk in the virtual memory sub
system. All of a sudden, this instruction that shoulkkeute in oneyxle (e.g., one nanosecond on a one
gigahertz processor) requiressseal milliseconds tox@cution. That's over six orders of magnitude thf-
ence, if you'e counting. Ner granted, locality of reference suggests that future accesses tartaide/will
take place in oneycle. Havever, if you accessome¥r’'s value one million times immediately thereafter
the arerage access time of each instruction will be tycles because of the tgr amount of time needed to
accessome¥r the \ery first time (when it s on a disk in the virtual memory system).wNgranted, the
likelihood that someariable will be on disk in the virtual memory subsystem is quite I1But there is a
three orders of magnitude ftifence in performance between theeleone cache subsystem and the main
memory subsystem. So if the program has to bring in the data from main m@&$agcesses later yoer
still paying an gerage cost of tesgycles for the instruction that Inteldocumentation claims shoulkkeute
in one gcle. Note that rgister accesses ver sufer from this problem. Hence,gister accesses are much
faster

3. Okay, strictly speaking this is not true. However, we’ll ignore data hazards in this discussion and assume that the program
mer or compiler has scheduled their instructions properly to avoid pipeline stalls due to data hazards with register data.
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The diference between theviel one and el two cache systems is not so dramatic. Uspallgrel
two caching subsystem introduces between one and efghstates (se8Vait States” on pages1). The
difference is usually much greatérough, if the secondary cache is not packaged together with the CPU.

On a one gighertz processor thevid one cache must respond within one nanosecond if the cache oper
ates with zero wait states (note that some processors actually introdaitestates in accesses to theele
one cache, Ut system designers try not to do thig)ccessing data in theuel two cache is alays slover
than in the leel one cache and there isvalys the equalent of at least oneait state, perhaps more, when
accessing data in thevid two cache.The reason is quite simple — it &akthe CPU time to determine that
the data it is seeking is not in the LIlvkone) cache; by the time it determines that the data is not present,
the memory accesyde is nearly complete and there is no time to access the data in therdl2vi®
cache.

It may also be that the L2 cache isvgbo than the L1 cacheThis is usually done in order to nekhe
L2 cache lessxpensve. Also, lager memory subsystems tend to benglothan smaller ones, and L2
caches are usually 16 to 64 timegé&arthan the L1 cache, henceytlage usually shwer as well. Finally
because L2 caches are not usually on the same silicon chip as the CPU, there are some delays associatec
with getting data in and out of the cacl#dl this adds up to additionalait states when accessing data in the
L2 cache.As noted abee, the L2 cache can be as much as an order of magnitucsr ghan the L1 cache.

Another diference between the L1 and L2 caches is the amount of data the system fetches when there is
an L1 cache missWhen the CPU fetches data from the L1 cache, it generally fetches (or writes) only the
data requested. If yoxecute a "meg( al, memory);" instruction, the CPU writes only a single byte to the
cache. Lilewise, if you e&ecute "meo( mem32, eax );" then the CPU reads 32 bits from the L1 cache.
Access to memory subsystems letbe L1 cache, heever, do not vork in small chucks li& this. Usually
memory subsystems read blocks ¢ache line$ of data wheneer accessing loer levels of the memory
hierarcly. For example, if you gecute the "me( mema32, eax );" instruction amdem325 value is not in the
L1 cache, the cache controller dogsimply readnem32$ value from the L2 cache (assuming iresent
there). Instead, the cache controller will actually read a block of bytes (generally 16, 32, or 64 bytes, this
depends on the particular processor) from tihaetanemory lgels. The hope is that spatial localityists
and reading a block of bytes will speed up accesses to adjacent objects in ‘fn@rlnerlyad nes, havever,
is that the "m@( mem32, eax );" instruction doescomplete until the L1 cache reads the entire cache line
(of 16, 32, 64, etc., bytes) from the L2 cacAdthough the program may amortize the cost of reading this
block of bytes wer future accesses to adjacent memory locations, there eapiassage of time between
the request fomem32and the actual completion of the "mjonem32, eax );" instructionThis excess time
is knavn aslateng. As noted, the hope is thattea time will be vorth the cost when future accesses to-adja
cent memory locations occur; wever, if the program does not access memory objects adjacem@ns?2
this lateng is lost time.

A similar performance gulf separates the L2 cache and main mervain memory is typically an
order of magnitude skeer than the L2 cachéAgain the L2 cache reads data from main memory in blocks
(cache lines) to speed up access to adjacent memory elements.

There is a three to four order of magnitudéedénce in performance between standard DRAM and disk
storage. To overcome this dference, there is usually advio three orders of magnitudefdifence in size
between the L2 cache and the main memadry other vords, the idea is "if the access timefali€énce
between main memory and virtual memory i® twrders of magnitude greater than théedénce between
the L2 cache and main memptkien wed better mak sure we hae two orders of magnitude more main
memory than we ha& L2 cache."This keeps the performance loss to a reasonabéé $ince we access vir
tual memory on disk tavorders of magnitude less often.

We will not consider the performance of the other memory hieyaghsystems since thare more or
less under programmer control (their access is not automatic by the CPU or operating system).etyence, v
little can be said about thofrequently a program will access them.

4. Note that reading a block of n bytes is much faster than n reads of one byte. So this scheme is many times falster if spatia
locality does occur in the program. For information about spatial locality, see “Cache Memory” on page 153.
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6.5

Cache Architecture

Up to this point, cache has been this magical place that automatically stores data when we need it, per
haps fetching ne data as the CPU requires it. wiver, a good question is "lnoexactly does the cache do
this?" Another might be "what happens when the cache is full and the CPU is requesting additional data not
in the cache?" In this section, Weaake a look at the internal cacheganization and try to answer these
guestions along with avieothers.

The basic idea behind a cache is that a program only access a small amount of daendinaegi If
the cache is the same size as the typical amount of data the program acoess@tgian time, then we
can put that data into the cache and access most of the datargthégh speed. Unfortunatelthe data
rarely sits in contiguous memory locations; usydhgres a fev bytes here, a e bytes there, and some
bytes somehere else. In general, the data is spread ouwatl the address spac&herefore, the cache
design has got to accommodate thet that it must map data objects at widelyying addresses in memory

As noted in the preéous section, cache memory is nogatized as a group of bytes. Instead, cache
organization is usually in blocks of cache lines with each line containing some number of bytes (typically a
small number that is a per of two like 16, 32, or 64), sddgure 6.2

An 8KByte cache is often organized as & se
of 512 lines of 16 bytes each.

Figure 6.2 Possible Organization of an 8 Kilobyte Cache

The idea of a cache system is that we can attacHeaedlif (non-contiguous) address to each of the
cache lines. So cache line #0 might correspond to addresses $10000..$1000F and cache line #1might corre
spond to addresses $21400..$214@enerallyif a cache line is n bytes long (n is usually someegyof
two) then that cache line will hold n bytes from main memory tdbbh an n-byte boundanyn this eam-
ple, the cache lines are 16 bytes long, so a cache line holds blocks of 16 bytes whose adliiresses f
16-byte boundaries in main memory (i.e., the L.O. four bits of the address akthmy/fie in the cache line
are alvays zero).

When the cache controller reads a cache line frorverltevel in the memory hierargha good ques
tion is "where does the data go in the cach&Ré most #xible cache system is tlielly associative cawe
In a fully associatie cache subsystem, the caching controller can place a block of bytgsdneaaf the
cache lines present in the cache memdhile this is a ery flexible system, the ékibility is not without
cost. The «tra circuitry to achiee full associatiity is expensve and, wrse, can slw dovn the memory
subsystem. Most L1 and L2 caches are not fully asseeifi this reason.

At the other gtreme is thelirect mapped cde (also knovn as theone-way set associative ¢eg. In a
direct mapped cache, a block of main memoryvisgs loaded into the same cache line in the cache: Gen
erally, some number of bits in the main memory address select the cache dinexaple, Figure 6.3
shavs hav the cache controller could select a cache line for an 8 Kilobyte cache with 16-byte cache lines
and a 32-bit main memory address. Since there are 512 cache linegathigeeuses bits four through
twelve to select one of the cache lines (bits zero through three select a particular byte within the 16-byte
cache line). The direct-mapped cache schemedsyveasy to implement. Extracting nine (or some other
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number of) bits from the address and using this as aw intethe array of cache lines isvigl and fst.
However, direct-mapped caches to fuffrom some other problems.

31 13 12 43 0
| | [ ] 32-bit physical addres

Nine bits (bits 4..12)
provide an index to
select one of the 512
different cache lines
in the cache.

An 8KByte cache
organized as a set
of 512 lines of 16
bytes each.

Figure 6.3 Selecting a Cache Line in a Direct-mapped Cache

Perhaps the biggest problem with a direct-mapped cache is that it may reotfective use of all the
cache memory For example, the cache schemeHRigure 6.3maps address zero to cache line #0. It also
maps address $2000 (8K), $4000 (16K), $6000 (24K), $8000 (32K), araatt,nt inaps wery address that
is an @en multiple of eight kilobytes to cache line #Dhis means that if a program is constantly accessing
data at addresses that avere multiples of 8K and not accessing ather locations, the system will only
use cache line #0, leiag all the other cache lines unused. Each time the CPU requests data at an address
that is not at an address within cache line #0, the CPU will ttago dwn to a laver level in the memory
hierarcly to access the data. In this pathological case, the cachedtvely limited to the size of one
cache line. Had we used a fully assoe@atiache aanization, each access (up to 512 cache linegh)
could hae their avn cache line, thus impving performance.

If a fully associatie cache aanization is too compie expensve, and slo to implement, bt a
direct-mapped cacheganization isrt as good as wa'like, one might ask if there is a compromise that
gives us more capability that a direct-mapped approach without all the edynplea fully associatie
cache. The answer is yes, we can createnamay set associative daewhich is a compromise between
these two extremes. The idea here is to break up the cache into sets of cacheTihesCPU selects a par
ticular set using some subset of the address bits, just as for direct-mapiftimng.each set there are n cache
lines. The caching controller uses a fully assog@tinapping algorithm to select one of the n cache lines
within the set.

As an eample, an 8 kilobytéwo-way set associate cache subsystem with 16-byte cache linga-or
nizes the cache as a set of 256 sets with each set containingdhe lines ("te-way" means each set con
tains two cache lines). Eight bits from the memory address select one of thesef@shd#ets. Then the
cache controller can map the block of bytes to either cache line within the seig(see6.4. The adan
tage of a tw-way set associate cache wer a direct mapped cache is that you caretao accesses on 8
Kilobyte boundaries (using the currexenple) and still get dérent cache lines for both accesseswHo
ever, once you attempt to access a third memory location at an address thateis arukiple of eight kile
bytes you will hae a conikt.
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31 12 11 43 0
| | [ ] 32-bit physical addres

Eight bits (bits 4..11)

provide an index to The cache control-

select one of the 256 ler chooses one of

different sets of cache the two different

lines in the cache. cache lines within
the set.

Figure 6.4 A Two-Way Set Associative Cache

A two-way set associate cache is much better than a direct-mapped cache and considerably less com
plex than a fully associate cache. Hwever, if you're still getting too manconficts, you might consider
using afour-way set associate cache.A four-way set associate cache puts four associegicache lines in
each block. In the current 8K cachemple, a fouway set associaie example would hare 128 sets with
each set containing four cache lin@dis would allov up to four accesses to an address that isemmut
tiple of eight kilobytes before a coiafl would occur

Obviously, we can create an arbitrary nayset associa cache (well, m does V&to be a pwer of
two). However, if m is equal to n, where n is the number of cache lines, thexeygat a fully associate
cache with all the attendant problems (comityeand speed). Most cache designs are direct-mapped,
two-way set associate, or fourway set associat. The 80x86 &mily CPUs use all three (depending on
the CPU and cache).

Although this section has made direct-mapped cache look badhrthen &ct, \ery efective for mary
types of data. In particulathey are \ery good for data that you access in a sequential rather than random
fashion. Since the CPU typicallkezutes instructions in a sequentasHion, instructions are a good thing
to put into a direct-mapped cache. Data access is probably a bit more random access;\sayaotw
four-way set associat cache probably mak a better choice.

Because access to data and instructions fierdift, mag CPU designers will use separate caches for
instructions and data. oF example, the CPU designer could choose to implement an 8K instruction cache
and an 8K data cache rather than a 16K enhifiache The adwantage is that the CPU designer could choose
a more appropriate caching scheme for instructi@ensus data.The dravback is that the ter caches are
now each half the size of a umfl cache and you may gewkr cache misses from a ugifi cache.The
choice of an appropriate cacheyamization is a dffcult one and can only be made after analyzing lots of
running programs on the tgt processorHow to choose an appropriate cache format i®bd the scope
of this tet, just be ware that it5 not an easy choice you can mdly reading somexthook.

Thus fr, weve answered the question "where do we put a block of data when we read it into the
cache?"An equally important question we ignored untilnis "what happens if a cache line isa/ailable
when we need to read data from memory?" Cledryl the lines in a set of cache lines contain dataseve’
going to hae to replace one of these lines with theymata. The question is, "he do we choose the cache
line to replace?"

For a direct-mapped (oneay set associa) cache architecture, the answer igiati We replace
exactly the block that the memory data maps to in the cathe.cache controller replaces whegiedata
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was formerly in the cache line with thewndata. Any reference to the old data will result in a cache miss
and the cache controller will Y to bring that data into the cache replacing wiatdata is in that block at
that time.

For a two-way set associate cache, the replacement algorithm is a bit more compMheneer the
CPU references a memory location, the cache controller uses some number of the address bits to select the
set that should contain the cache line. Using s@me ftircuity, the caching controller determines if the
data is already present in one of the wache lines in the set. If not, then the CPU has to bring the data in
from memory Since the main memory data can go into either cache line, sentieha@ontroller has to
pick one or the otherlf either (or both) cache lines are currently unused, the selectiowias fpick an
unused cache line. If both cache lines are currently in use, then the cache controller must pick one of the
cache lines and replace its data with the data. Ideally wed like to lkeep the cache line that will be ref
erenced fist (that is, we ant to replace the one whosexneeference is later in time). Unfortunatehek
ther the cache controller nor the CPU is omniscieny; tda@not predict which is the best one to replace.
However, remember the principle of temporal locality ($€ache Memory” on pagés3: if a memory
location has been referenced recentlis likely to be referenced am in the ery near future A corollary
to this is "if a memory location has not been accessed in a while, glistikbe a long time before the CPU
accesses it ain." Therefore, a good replacement pylihat mag caching controllers use is thiedst
recently used" or LB algorithm. The idea is to pick the cache line thatsanot most frequently accessed
and replace that cache line with thevreata. An LRU policy is fairly easy to implement in a baway set
associatie cache systermAll you need is a bit that is set to zero whesreghe CPU accessing one cache line
and set it to one when you access the other cache Tinis. bit will indicate which cache line to replace
when a replacement is necessafpr fourway (and greater) set assoaiatcaches, maintaining the UR
information is a bit more ditcult, which is one of the reasons the circuitry for such caches is more gomple
Other possible replacement policies inclest-in, First-out (FIFO) and random.These are easier to
implement than LR, but they have their avn problems.

The replacement policies for feuay and n-vely set associa caches are roughly the same as for
two-way set associat caches.The major diference is in the comptéy of the circuit needed to imple
ment the replacement pafi¢see the comments on URn the preious paragraph).

Another problem we’e overlooked in this discussion on caches is "what happens when the CPU writes
data to memory?'The simple answer is tial, the CPU writes the data to the cache.wel@r, what hap
pens when the cache line containing this data is replaced by incoming data? If the contents of the cache line
is not written back to main memomyen the data thatas written will be lost.The net time the CPU reads
that data, it will fetch the original datalues from main memory and thalwe written is lost.

Clearly ary data written to the cache must ultimately be written to main memory asiaelle are tw
commonwrite policies that caches userite-back andwvrite-through. Interestingly enough, it is sometimes
possible to set the write pojiazinder softvare control; these ardrtiardwired into the cache controllerdik
most of the rest of the cache design.wieer, dont get your hopes up. Generally the CPU onlyvedlohe
BIOS or operating system to set the cache write yofiwur applications dohget to mess with this. ke
ever, if you're the one writing the operating system...

The write-through polig states that gntime data is written to the cache, the cache immediately turns
around and writes a cgf that cache line to main memoriote that the CPU does notbao halt while
the cache controller writes the data to memdBp unless the CPU needs to access main memory shortly
after the write occurs, this writing tak place in parallel with thexecution of the program. Still, writing a
cache line to memory tak some time and it is bky that the CPU (or some CPU in a multiprocessor sys
tem) will want to access main memory during this time, so the write-througly podéig not be a high per
formance solution to the problerivorse, suppose the CPU reads and writesahe&vn a memory location
several times in successioWith a write-through polig in place the CPU will saturate thasbwith cache
line writes and this will hae a \ery neyative impact on the prograsperformance. On the posdiside, the
write-through poliy does update main memory with thevnealue as rapidly as possible. So ibtdiffer-
ent CPUs are communicating through the use of shared metmemyrite-through policis probably better
because the second CPU will see the change to memory as rapidly as possible when using.this polic

5. This policy does exhibit some anomalies. These problems are beyond the scope of this chapter, but a good text on architec-
ture or operating systems will discuss the problems with the FIFO replacement policy.
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The second common cache write pplis the write-back polic In this mode, writes to the cache are
not immediately written to main memory; instead, the cache controller updates memory at a lafrigme.
scheme tends to be higher performance becawseatevrites to the sameasiable (or cache line) only
update the cache line, thdo not generate multiple writes to main memory

Of course, at some point the cache controller must write the data in cache to m&mndstermine
which cache lines must be written back to main mepntbeycache controller usually maintaindigy bit
with each cache lineThe cache system sets this bit whamet writes data to the cachAt some later time
the cache controller checks this dirty bit to determine if it must write the cache line to mediagurse,
wheneer the cache controller replaces a cache line with other data from mémounst fist write that
cache line to memory if the dirty bit is set. Note that this increases theyléitarovhen replacing a cache
line. If the cache controller were able to write dirty cache lines to main memory while noustecess
was occurring, the system could reduce this Iatelucing cache line replacement.

A cache subsystem is not a panacea fav sh@mory access. In order for a cache system tofbetied
the softvare must ghibit locality of reference. If a program accesses memory in a raraidnofh (or in a
fashion guaranteed ta@oit the caching controlles’weaknesses) then the caching subsystem will actually
cause a big performance droportenately real-world programs do»ibit locality of reference, so most
programs will benefifrom the presence of a cache in the memory subsystem.

Another feature to the cache subsystem on modern 80x86 CPUs is that the cache automatically handles
mary misaligned data reference&s you may recall from an earlier chaptidrere is a penalty for accesses
larger data objects (@vds or dverds) at an address that is not aaremultiple of that objec’size. As it
turns out, by praiding some &ng logic, Intel's designers va eliminated this penalty as long as the data
access is completely within a cache lifdnerefore, accessing awd or double wrd at an odd address does
not incur a performance penalty as long as the entire object lies within the same cacheWiaer, Hohe
object crosses a cache line, then there will be a performance penalty for the memory access.

6.6

Virtual Memory, Protection, and Paging

In a modern operating system such as Linuordows, it is \ery common to hae seeral diferent
programs running concurrently in memoiyhis presents seral problems. First, modo you leep the pro
grams from interfering with one another? Second, if one progxaects to load into memory at address
$1000 and a second program algpezts to load into memory at address $100@, ¢en you load andxe-
cute both programs at the same time? One last question we might ask is what happens if our computer has
64 maabytes of memory and we decide to load axecete three diérent applications, tar of which
require 32 mgabytes and one that requires 16gai®y/tes (not to mention the memory the operating system
requires for its wn purposes)?The answer to all these questions lies in the virtual memory subsystem the
80x86 processors supprt

Virtual memory on the 80x86\@s each process ite/n 32-bit address spa7ceThis means that address
$1000 in one program is péically different than address $1000 in a separate progfém.80x86 achies
this sleight of hand by usingaging to remapvirtual addresseswithin one program to dérentphysical
addressesn memory A virtual address in the memory address that the program Ag@s/sical address is
the bit pattern than actually appears on the GRIdtressus. The two dont have to be the same (and usu
ally, they arent). For example, program #&’virtual address $1000 might actually correspond isipél
address $215000 while program ¢t2irtual address $1000 might correspond tgsptal memory address
$300000. Hw can the CPU do this? Ea$¥y usingpaging.

6. Actually, virtual memory is really only supported by the 80386 and later processors. We’'ll ignore this issue heretsince mos
people have an 80386 or later processor.

7. Strictly speaking, you actually get a 36-bit address space on Pentium Pro and later processors, but Windows and Linux lim-
its you to 32-bits so we’ll use that limitation here.
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The concept behind paging is quite simple. First, you break up memory into blocks of bytes called
pages.A page in main memory is comparable to a cache line in a cache subsystem, although pages are usu
ally much lager than cache lines.oFexample, the 80x86 CPUs use a page size of 4,096 bytes.

After breaking up memory into pages, you use a lookup table to translate the H.O. bits of a virtual
address to select a page; you use the L.O. bits of the virtual address ag artaritie page. ¢ example,
with a 4,096-byte page, yaluse the L.O. 12 bits of the virtual address as tisetofvithin the page in pis-
ical memory The upper 20 bits of the address yound use as an ingénto a lookup table that returns the
actual upper 20 bits of the ydical address (sdggure 6.9.

32-bit Virtual Addres
31 1211 0

32-bit Physical Addres

4%—» ]
—

Page
Tablke

Figure 6.5 Translating a Virtual Address to a Physical Address

Of course, a 20-bit indeinto the page tableauld require wer one million entries in the page table. If
each entry is 32 bits (20 bits for théseft plus 12 bits for other purposes), then the page tahlklwe four
megabytes long. This would be lager than most of the programs thadul run in memory! Hwever,
using what is knen as amulti-level page table, it isery easy to create a page table that is only 8 kilobytes
long for most small programd& he details are unimportant here, just rest assured that yauneéed’ a four
megabyte page table unless your program consumes the entire fabytgi@ddress space.

If you studyFigure 6.5for a fav moments, youl probably disceer one problem with using a page
table — it requires tavmemory accesses in order to access an address in memory: one access talteich a v
from the page table and one access to read or write the desired memory |oGajiwevent cluttering the
data (or instruction) cache with page table entries (thus increasing the number of cache misses), the page
table uses itswan cache knen as theTranslation Lookaside Bigfr, or TLB. This cache typically has 32
entries on a Pentiunarnily processor This prowvides a sufcient lookup capability to handle 128 kilobytes
of memory (32 pages) without a miss. Since a program typicalllgsmwith less data than this atyagiven
time, most page table accesses come from the cache rather than main.memory

As noted, each entry in the page table is 32 higs ¢hough the system really only needs 20 bits to
remap the addresses. Intel uses some of the remaining 12 bitsitie m@me memory protection informa
tion. For example, one bit marks whether a page is read/write or read-Anbther bit determines if you
can &ecute code on that page. Some bits determine if the application can access that page or if only the
operating system can do so. Some bits determine if the page is "dirty" (that is, if the CPU has written to the
page) and whether the CPU has accessed the page recently (theseelilie same meaning as for cache
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lines). Another bit determines whether the page is actually presentygicahmemory or if its stored on
secondary storage sowlgere. Note that your applications do notdaccess to the page table, and there
fore thgy cannot modify these bits. kever, Windows does preide some functions you can call if you
want to change certain bits in the page table (&/mdows will allow you to set a page to read-only if you
want to do so0). Linux users alsoveasome memory mapping functionsytloan call to play around with the
access bits.

Beyond remapping memory so multiple programs canxisb@é memory gen though thg access the
same virtual addresses, paging alsoviges a mechanism whereby the operating system cae mfre
qguently used pages to secondary storage (i.e., a digd.drdust as locality of reference applies to cache
lines, it applies to pages in memory as wellt any one gven time a program will only access a small per
centage of the pages in memory that contain data and code (this set of pages iaktieworking sef
While this working set of pagesavies (slavly) over time, for a reasonable time period therking set
remains constantTherefore, there is little need tovesthe remainder of the program in memory consuming
valuable plgsical memory that some other process could be using. If the operating systewectiosa
(currently unused) pages to disk, theggibal memory thg consume wuld be &ailable for other programs
that need it.

Of course, the problem with mimg data out of pysical memory is that sooner or later the program
might actually need it. If you attempt to access a page of memory and the page table bit N&tJthe
(memory management unit) that this page is not presentysigah memorythen the CPU interrupts the
program and passes control to the operating sysfEne. operating system analyzes the memory access
request and reads the corresponding page of data from the deskodsomeailable page in memaryrhe
process is nearly identical to that used by a fully asseeiatiche subsystemaept, of course, accessing
the disk is much sleer than main memorylin fact, you can think of main memory as a fully assoati
write-back cache with 4,096 byte cache lines that caches the data on thevdisiPthtement and replace
ment policies and other issues aeeysimilar to those weé discussed for caches. Discussing ke vir
tual memory subsystemonks begond equating it to a cache is willymnd the scope of thisxe If you're
interested, andecent tet on operating system design wikpain hav a virtual memory subsystem aps
pages between main memory and the disk. Our main goal here is to realize that this presetacakn
operating systems kkLinux orWindows and that accessing the disk ésyslaw.

One important issue resulting from tlaetf that each program as a separate page table and the programs
themseles dont have access to the page table is that programs cannot interfere with the operation of other
programs by werwriting those other programtlata (assuming, of course, that the operating system is prop
erly written). Furtherif your program crashes byerwriting itself, it cannot crash other programs at the
same time.This is a big bendfof a paging memory system.

Note that if tvo programs &nt to cooperate and share datay ttem do so.All they’ve got to do is to
tell the operating system that yheant to share some blocks of memoiiyhe operating system will map
their corresponding virtual addresses (of the shared memory area) to the gaiva pddresses in mem
ory. UnderWindows, you can achie this usanemory mappeddis see the operating system documenta
tion for more details. Linux also supports memory mapgded &is well as some special shared memory
operations; agin, see the OS documentation for more detalils.

6.7

Thrashing

Thrashing is a dgenerate case that occurs when there isficgrit memory at onevel in the memory
hierarcly to properly contain the avking set required by the uppevéds of the memory hierarghThis can
result in the werall performance of the system dropping to the speed efex level in the memory hierar
chy. Therefore, thrashing can quickly reduce the performance of the system to the speed of main memory
or, worse yet, the speed of the diskveri

There are tw primary causes of thrashing: (1) irfsciEnt memory at a gén level in the memory hier
arcty, and (2) the program does nahit locality of reference. |If there is indidient memory to hold a
working set of pages or cache lines, then the memory system is constantly replacing one block (cache line or
page) with anotherAs a result, the system winds up operating at the speed of wer siemory in the hier
archy. A common &ample occurs with virtual memaonA user may hee seeral applications running at the
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same time and the sum total of these progravagking sets is greater than all ofysical memory ailable
to the program.As a result, as the operating system switches between the applications it hasaaatop
applications data to and from disk and it may als@éhéo copy the code from disk to memory Since a
contet switch between programs is often muaktér than retrieng data from the disk, this sis the pre
grams dwn by a tremendousitor since thrashing sis the contet switch davn to the speed of sypping
the applications to and from disk.

If the program does notkibit locality of reference and thevier memory subsystems are not fully
associatie, then thrashing can occwea if there is free memory at the currenelen the memory hierar
chy. For example, suppose an eight kilobyte L1 caching system uses a direct-mapped cache with 16-byte
cache lines (i.e., 512 cache lines). If a program references data objects 8K apart on each access then the sys
tem will have to replace the same line in the cacher @and oer agin with each access his occurs een
though the other 511 cache lines are currently unused.

If insufficient memory is the cause of thrashing, an easy solution is to add more memory (if possible, it
is rather hard to add more L1 cache when the cache is on the same chip as the précedher)alterna
tive is to run fever processes concurrently or modify the program so that it references less mesn@y o
given time period. If lack of locality of reference is causing the problem, then you should restructure your
program and its data structures to magferences local to one another

6.8 NUMA and Peripheral Devices

Although most of the RAM memory in a system is based on high-speed DRANaga&erdlirectly to
the processaos’tus, not all memory is connected to the CPU in this manSemetimes a lge block of
RAM is part of a peripheral gze and you communicate with thawgee by writing data to the RAM on the
peripheral.Video display cards are probably the most comm@mgple, it some netark interface cards
and USB controllers alsookk this way (as well as other peripherals). Unfortunateilg access time to the
RAM on these peripheral diees is often much sheer than access to normal memoiye’ll call such
access NUMA access to indicate that access to such memornyusiform (that is, not all memory loca
tions hae the same access times). In this sectiofl wee the video card as araenple, although NUMA
performance applies to othenitges and memory technologies as well.

A typical video card integices to the CPU via theGP or PCI (or much wrse, ISA) lois inside the
computer systemThe PCI lus nominally runs at 33 MHz and is capable of transferring four bytesiper b
cycle. In lurst mode, a video controller card, therefore, is capable of transferring §aBytes per second
(though fev would ever come close to achimg this for technical reasons). Waompare this with main
memory access. Main memory usually connects directly to the SCRIY’and modern CPUs Ve a
400MHz 64-bit wide lus. Technically (if memory wereakt enough), the CP&'’lus could transfer
800MBytes/sec. between memory and the CPIthis is six timesdster than transferring data across the
PCIl lus. Game programmers long ago digeed that it much &ster to manipulate a cppf the screen
data in main memory and only gothat data to the video display memory wheregiwal retrace occurs
(about 60 times/sec.)This mechanism is muclagter than writing directly to the video memowgey time
you want to mak a change.

Unlike caches and the virtual memory subsystem that operate in a transgsient, fprograms that
write to NUMA devices must beware of this and minimize the accesses whenpossible (e.g., by using
an of-screen bitmap to hold temporary results). If yewdctually storing and retxitng data on a NUMA
device, like a Flash memory card, then you mugilieitly cache the data yourself. Later in thigttgou’l
learn about hash tables and searchifigose techniques will help you create yownacaching system for
NUMA devices.

8. Remember, NUMA stands for NonUniform Memory Access.
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6.9

Segmentation

Sgymentation is another memory management schengepéking, that predes memory protection
and virtual memory capabilities. Linux aMdndowns do not support the use ofgseents, nor does HLA
provide ary instructions that let you manipulategegent rgisters or use genent @erride prefkes on an
instructior?. These 32-bit operating system emplbe fat memory model that, essentiallynore sgments
on the 80x86. Furthermore, the remainder of thisdéso ignores ggnentation. What this means is that
you dont really need to kne arything about sgmentation in order to write assembly language programs
that run under modern OSes. wver, it's unthinkable to write a book on 80x86 assembly language pro
gramming that doeshat least mention genentation. Hence this section.

The basic idea behind thegseentation model is that memory is managed using a sejroesds. Each
segment is, essentiallyts ovn address spacéd segment consists of twcomponents: a base address that
contains the address of someygical memory location and a lengthlwe that speciis the length of the
segment. A segmented address also consists af @mponents: a geent selector and anfeét into the
segment. The sgment selector speaf the sgment to use (that is, the base address and leagjibsy
while the ofset component spea® the dbet from the base address for the actual memory acddes.
physical address of the actual memory location is the sum of thet @ihd the base addresdues. If the
offset exceeds the length of thegseent, the system generates a protection violation.

Segymentation on the 80x86 got a (deselly) bad name back in the days of the 8086, 8088, and 80286
processors.The problem back then is that thdset into the sgment vas only a 16-bit alue, efectively
limiting segments to 64 kilobytes in length. By creating multiplgnsents in memory it as possible to
address more than 64K within a single programyever, it was a major pain to do so, especially if a single
data objectxceeded 64 kilobytes in lengthWith the adent of the 80386, Intel satd this problem (and
others) with their sgmentation model. By then, Wever, the damage had been donegrsentation had
developed a really bad name that it still bears to this day

Segments are an especiallyvperful memory management system when a program needs to manipulate
different \ariable sized objects and the program cannot determine the size of the objects before run time.
For example, suppose youant to manipulate seral diferent fles using the memory mappelfscheme.
UnderWindows or Linux, which dor’ support sgmentation, you hee to specify the maximum size of the
file before you map it into memonyf you dont do this, then the operating system tad@ave suficient
space at the end of thesti file in memory before the secontkfstarts. On the other hand, if the operating
system supported gmentation, it could easily returngseented pointers to thesedwvmemory mappediés,
each in their wn logical address spac@&his would allav the fies to grav to the size of the maximumfeét
within a sgment (or the maximumld size, whicheer is smaller). Likwise, if two programs &nted to
share some common data, greented system could allcthe two programs to put the shared data inga se
ment. This would allov both programs to reference objects in the shared area usingliled pointer (df
set) \alues. This males is easier to pass pointer data (within the shaggdes#) between the twprograms,

a \ery difficult thing to do when using aafl memory model without geentation as Linux and/indows
currently do.

One of the more interesting features of the 80386 and later processorsaist ttatf Intel combined
both sgmentation and paging in the same memory management unit. Prior to the 80386 mamtldeal-w
CPUs used paging orgmentation bt not both. The 80386 processor ngexd both of these memory man
agement mechanisms into the same chieriof the adantages of both systems on a single chip. Urfortu
nately most 32-bit operating systems (e.g., Linux &iddows) fail to tale adwantage of sgmentation so
this feature goes asted on the chip.

6.10

Segments and HLA

Although HLA creates programs use that finemory model undatindows and Linux®, HLA does
provide limited support for ggments in your code. kaver, HLA's (and the operating systespsgments

9. Though you could easily create macros to do this.
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are not the same thing as 80x8@meents; HLA sgments are a logical ganization of memory that has
very little to do with sgmentation on the 80x86. HLAsgments proide a simple \&y to oganize \ari-
ables and other objects in memory

Logically, a sgment is a block of memory where you place related objects. BultdefiLA supports
five different sgments: a ggnent that holds machine instructions, a read-orgyngat that holds constant
objects that HLA creates, a readonlgmsent that holdsalues you declare in the READONLsection, a
data sgment that holdsariables and other objects you declare in th&T3T section, and a "BSS" section
that holds uninitializedariables you declare in the SRAGE sectiof’.

Normally you are completely unare of the dct that HLA creates thesegseents in memoryThe use
of these sgments is automatic and generally transparent to your HLA programs. wncases, hoever,
you may need access to thigsent information. & example, when linking your HLA programs with
high level languages li& C/C++ or Delphi you may need to tell HLA to usdeatént names for thevié se-
ments it create (as imposed by the higieléanguage). By detilt, HLA uses the follwing sggment names
for its five sgments undewindows:

e _TEXT for the code segment (corresponds to the ".code"” segment).

» _DATA for the STATIC section (corresponds to the ".data" segment).

e _BSS for the STORAGE section (corresponds to the ".bss" segment).

e "CONST" for the HLA constant segment (corresponds to the ".edata" segment).

* "readonly" for the HLA READONLY segment (this is not a standardized segment name).

The "_TEXT", "_DATA", " BSS", and "CONST" segment names are quite standard under Windows.
Most common compilers that generate Win32 code use these segment names for the code, data, uninitial-
ized, and constant data sections. There does not seem to be a common segment that high level language
compilers use for read-only data (other than CONST), so HLA creates a separate specifically for this pur-
pose: the "readonly” segment where HLA puts the objects you declare in the READONLY section.

Here’s the typical names under Linux:

e .text for the code segment.

o .data for the STATIC section.

* .bss for the STORAGE section.

e .rodata for the HLA constant segment.

e .rodata for the HLA READONLY segment.

Examples of objects HLA puts in the "CONST" segment include string literal constants for string vari-
ables, constants HLA emits for extended syntax forms of the MUL, IMUL, DIV, IDIV, BOUNDS, and other
instructions, floating point constants that HLA automatically emits (e.g., for the "fld( 1.234 );" instruction)
and so on. Generally, you do not explicitly declare values that wind up in this section (other than through the
use of one of the aforementioned instructions).

6.10.1 Renaming Segments Under Windows

UnderWindows, HLA provides special directes that let you change the delt names for the defilt
sggments.Although " TEXT", " DATA", " BSS" and "CONST" areery standard names, some compilers
may use dierent names andkpect HLA to put its code and data in thosdedént sgments. The "rea
donly" sement is defiitely non-standard, some compilers may notaljou to use it (indeed, some com
pilers may not een allav read-only sgments in memory). Should you encounter a language tuatsw
different sgment names or doesrallow readonly sgments, you can tell HLA to use afdifent sgment
name or to map the read-onlgsgents to the static datageeent. Here are the direats to achiee this:

#code( "codeSegnent Nane", "alignnent", "class" )

10. When this was first written, segments were not yet functional under Linux. This may have changed by the time you read
this. They are, however, fully functional under Windows.

11. In theory, there is also a stack and a heap segment. However, the linker, not HLA, defines and allocates these two seg-
ments. You cannot explicitly declare static objects in these two segments during compilation.
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#istatic( "dataSegnent Name", "alignment", "class" )
#st orage( "bssSegnent Narme", "alignment", "class" )
#readonl y( "readOnl ySegrment Narre", "al i gnrment", "cl ass" )
#const (" const Segnent Nane", "alignment”, "class" )

The #code direote tells HLA to rename the codegseent (" _TEXT") or use diérent alignment or
classiftation options.The #static directie renames the datagseent (" _DATA", the sgment the SATIC
section uses).The #storage direste renames the uninitialized datagsent (" _BSS", the ggnent the
STORAGE section uses)The #readonly direate renames the "readonly"ggeent (where HLA places data
you declare in the READONLsection). Finallythe #const direate renames HLA "CONST" sgments
(where HLA places constants that it emits internally).

Each of these direes contains three stringession operands he frst string operand spea§ the
name of the gament. The second string spe@§ the sgment alignment; wé'return to a discussion of this
operand in a momentThe third operand is the gment class; the lirt uses this name to combingse
ments that hze different names into a single memory block. Genertily class name is somariant of
the sgment name, Uit this is not necessarily the case (e.g., the standard class name for the " T@&XT" se
ment is "CODE").

The alignment operand must be a string that contains one of theifglaentifiers: "byte", "vord",
"dword", "para", or "page”. HLA will only alle a string constant containing one of these fitrings.The
alignment option specd#s the boundary on which the latkwill start a sgment. This option is only mean
ingful if you combine tw different sgments by using the same string for the class paraniger linker
combines tw s@ments by concatenating them in memolhen the linker combines the genents, it
malkes sure that the concatenategnsents start on the boundary the alignment operand gsedéifi'byte"
alignment means that thegseent can start at an arbitrary byte boundarye "word" and "dverd" align
ment options tell the lirde that the sgment must start on aond or double wrd boundary (respeugly).
The "para” alignment option tells the lgtkto start the ggnent on a paragraph (16-byte) boundafye
"page" option tells the lirde to align the gment on a 256-byte page boundary (this has nothing to do with
4K pages). Most systemspect paragraph alignment, so the most common option here isj’?para"

By default, the linler will start each ggnent in memory on a 4K MMU page boundamherefore, if
each sgment in an HLA program uses only one byte, that program will consume at least 20K because each
segment in memory will start on a &éfent 4K boundary This is wly a simple "HelldNorld" application
consumes so much memory — theefidefult HLA s@gments each consume 4K of the memory space
whether or not the genents actually hee 4K of data.The program ist’really 20K long, it just spread out
over the 20K. As you add more code to the "Helldorld" program, youl notice that the xeecutable fe
doesnt grow in size until you reach some magic poifihen the program jumps in size by increments of 4K
(each time a ggments length crosses a 4K bounddtye program gres in length by 4K). If you ant the
shortest possiblexecutable fe, you can tell HLA to combine all theggeents into a single gment. Hav-
ever, saving 8K, 12K, or gen 16K of data is hardly useful on modern computer systems. Combiging se
ments only sés a signiftant percentage of the progransize on ery tiny programs, so i not worth the
effort for most real applications.

To combine tvw s@ments you use the same name for the third parameter in the #code, #data, #static,
#readonlyand #const direstes. r example, if you vant to combine the "CONST" and "readonlyyyse
ments into a single memorygaent, you can do so with the follimg two statements (this is actually the
default defnition):

#readonl y( "readonly", "para", "CONST" )
#const ( "OONST', "para", "CONST" )

By using the same class names 8ifferent segment names you tell the linker to combine these two seg
ments in memory. Of course, you can also combine the two segments by giving them the same segment
name, e.g.,

#readonl y( "readonly", "para", "readonly" )

12. In fact, MASM requires PARA alignment for the standard segment names. You may only change the alignment if you
specify different segment names.
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#const ( "readonly", "para", "readonly" ) /1 This is a bad idea, see bel ow

If the particular language you are using doesunpport read-only genents, you should map the "rea
donly" and "CONST" sgments to the " _TEXT" (or eqealent) sgment using the "CODE" combine class
parameter

The sgment renaming direses do not check the syntax of the strings you specify for thaed
name and classdiids. These should bedal MASM identifiers and should not be MASMyjwords. Gen
erally, legal HLA identifiers work just fne here (unless, of course, you just happen to pick a MASM eskerv
word). If you specify a syntactically incorrecgseent name or class name, HLA will not complain until it
attempts to assemble its outple fivith MASM.

You may only rename the HLA gments once and these direes must appear before the UNIT or
PROGRAM statements in an HLA sourc&efi HLA does not allw you to change the name of one of these
segments after it has emittedyanode for a specifisgment. Since HLA emits genent declarations in
response to a UNIT or FFGRAM statement, you must doyasegment renaming prior to these statements
in an HLA source fe; i.e., these direstés will typically be the ery first statements in a sourckefi

Here are the defilt sgment names, alignments, and claaisi@s that HLA uses:

#code( "_TEXT', "para", "CODE' )
#static( "_DATA', "para", "DATA' )
#storage( "_BSS', "para", "BSS' )
#const ( "OONST', "para", "CONST" )
#readonl y( "readonly", "para", "CONST" )

If you use the MASM-defied names " TEXT", " DATA", " BSS", or "CONST" you must provide the
alignment and class parameters given above or MASM will complain when it compile’s HLA's output.

6.11 User Defined Segments in HLA (Windows Only)

In addition to the fie standard ggnents, HLA lets you declare youwn sgments in your assembly
programs. Lik the fie standard ggnents, you should not confuse HLAga®ents with 80x86 ggnents.
You do not use the 80x86grent rgisters to access data in uslefined sgments. Instead, usergseents
exist as a logical entity to group a set of related objects into the sgmieadtblock of memoryIn this see
tion well take a look at wi you would want to use saments and he you declare them in HLA.

It should come as no surprise that when you declaredwables in adjacent statements in a declaration
section (e.g., SATIC) that HLA allocates those objects in adjacent memory locatidvizat may be sur
prising is that HLA will probably not allocate twariables adjacently in memory if you declare thome v
ables in tw adjacent declaration selections. E.g., HLA will allodasad| belov in adjacent memory
locations, lt it probably will not allocat¢ andk in adjacent memory locations:

static
i :uns32;
jint32;

st or age
k: dwor d;

The reasork does not immediately folloyvin memory is because k is in the "_BSS" segment while i and j

are in the "_DATA" segment. Since segments typically start on 4K boundaries, there may be a huge gap
between andk, assuming that the " BSS" segment follows the " _DATA" segment in memory (and it may
not).

Another somewhat surprising result is that HLA (and MASM and the linker) will combine declarations
from declaration sections with the same segment name, even if those declarations are not adjacent. Consider
the following code:

static
i:uns32;
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jint32;

st or age
k: dwor d;

static
mreal 32;

Althoughj andk probably won’t occupy adjacent memory locations, nor kdlhdm, it is quite possible for

j andmto occupy adjacent memory locations since HLA places both declarations in the " _DATA" segment.
There is no requirement for HLA to allocatémmediately aftef, but HLA will allocate both objects in the

same block of physical memory. If you need allocate two variables in adjacent memory locations, or one
variable must appear at a lower address than another in memory, you must allocate both objects in the same
(physical) declaration sequence. liandj (in the declarations above) will be allocated in adjacent memory
locations withi at the lower address. HLA allocatesn the same segment iaandj, but there’s no guaran

tee that m will appear at a higher or lower addressithad;.

In addition to the five standard segments, HLA lets you define your own memory segments. You use the
SEGMENT declaration statement to accomplish this. The SEGMENT statement takes the following form:

segnent seghNanme( "alignment”, "class" );
<< Decl arations >>

You would use this declaration anywhere a STATIC, READONLY, or STORAGE, declaration section is
IegaFLs. Anything legal after a STATIC keyword is legal after the SEGMENT declaration.

The sggNamefield in the declaration alie is the name yor€ going to gre this sgment. You should
choose a unique name and it probably shotlda’_TEXT _BSS _DATA, readonly or CONST(HLA
doesnt prevent the use of theseggaent names; higever, there is little purpose to using most of them since
you can create objects in most of thesgnsents using the standard declaration sectio$js sgment
name will automatically be a public name, so you should use an idetitifit doesm’confict with ary
MASM keywords or other global symbols.

The alignment &ld must be one of the follong strings:"byte"”, "word", "dword", "para", or "page".
This alignment directie has the same meaning as the corresponding string ingtinergerenaming direc
tives.

The "class" operand speei§i the combine clasShis field has the same meaning as the combine class
operand in the ggnent renaming direets. Note that, li those directes, this operand must be a string
constant. HLA does not check the syntax of this string. It should lyaladentifier that doest’confict
with ary MASM resened words (just lile the sgment renaming diress’ class feld).

Sggment names are globaVen if you defiie a sgment within a proceduré/ou may use the samegse
ment name in seral diferent sgment declaration sections throughout your program; if you do, HLA (and
MASM and the linker) will physically combine all the objects you declare in suchganeat.

One nice thing about using fiifent sgments for wriable declarations is that youysically separate
the objects in memoryThis reduces the impact of errant programs on data unrelated to the task atdrand. F
example, if you put each procedwsestatic ariables in theirwn separate ggnent, this will reduce the kk
lihood that one procedure will accidentallyeowrite another procedusedata if it @ersteps an array bounds
by a fav bytes. Of course, the procedure can still wipe outwis variables by doing this, never, keeping
the \alues in their wn sgment localizes the impact and reakit easier to track dam this defect in your
code. One bad thing about using separagensats for each procedure is that eagmsnt consumes a
minimum of 4K of memory; so yoté programs eecutable will contain a lot of empty data if yowba
large number of these gments and you dondeclare 4K of data in each procedure.

13.Well, not really. segment declarations may not appear in classes or namespaces. See the appropriate sections later in this
text for a discussion of classes and namespaces.
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6.12 Controlling the Placement and Attributes of Segments in Memory (Windows
Only)

Wheneer you compile and HLA program, HLA produceseral output fes: in particularHLA pro-
duces an ".ASM" fe that HLA assembles via MASM, and a ".LINKIefithat contains information for the
linker. The ".LINK" file controls the placement ofggaents within memory (when the program actually
executes) and it also controls other atitéds of sgments (such as whether yhmay contain xecutable
code, whether the gment is writable, etc.)When HLA compiles a program to areeutable, it fist calls a
program named "HLARRSE.EXE" which is actually responsible for translating the HLA source code to a
MASM-compatible ".ASM" fie. Then HLA calls the LINK program to link the OBJef that MASM pre
duces with arious library fies to produce arxecutable fe'“ In addition to passing in the list of OBJ and
LIB filenames, HLA also prades the linler with other useful information abouigseent placement. In this
section wel explore some of the lirde options so you can run the lerkseparately should yowawt to eer
cise &plicit control over the placement of gments in memory

To get a (partial) list of the lirdt options, run the link program with the "/?" command line option.
The linker will respond with a list that looks somethingglithe follaving:

M crosoft (R Incremental Linker Version 6.00.8168
Copyright (C Mcrosoft Corp 1992-1998. Al rights reserved.

usage: LINK [options] [files] [ @ommandfil e]
options:

/ALl G\ #

/ BASE: { addr ess| @i | enare, key}
/ COMMVENT: conmrent

| DEBUG

/ DEBUGTYPE: { CV] CCFF}

| DEF: fi |l ename

/ DEFAULTLI B: i brary

/ DELAY: { NCBI ND| UNLQAD}

/ DELAYLQAD: dI |

/DLL

/ DRI VER : { UPO\LY| VWOM} ]

/ ENTRY: synbol

| EXETYPE: DYNAM C

/ EXPCRT: synbol

[ FI XED] : NJ

/ FORCH] : { MULTI PLE] UNRESOLVED} |
| GPSI ZE: #

/| HEAP: r eserve[, comm t ]

/I MPLI B: fi | ename

/ I NCLUDE: synbol

/ 1 NCREMENTAL: { YES| NGO

| LARGEADDRESSAWARE] : NO

/LI BPATH di r

/ L1 NK50COWVPAT

/ MACH NE: { ALPHA] ARM | X86|] M PS| M PS16| M PSRA1XX| PPC SH3| SH4}
/' NAP[ : il enane]

/ MAPI NFQ { EXPCRTS| FI XUPS| LI NES}
/ MERCGE: f r on¥t 0

/ NCDEFAULTLI B[ : | i brary]

/ NCENTRY

/ NOLOR0

14. If you've got any resource files, HLA will also call the resource compiler, rc.exe, to compile these files. Resouece files ar
beyond the scope of this chapter, so we will ignore them here.
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[ OPT: {1 CF, i terations] | NO CF| NOREF| NON No8| REF| W N98}
/ ORDER @i | enane

/QJT: fil ename

/ PDB: {fi| ename| NONE}

/ PDBTYPE: { OO\ SCLI DATE] | SEPT[ YPES] }

/ PRCFI LE

| RELEASE

/ SECTI O\t nare, [E| [RI[W[ S [D[K[LI[PI[X
/| STACK: reserve[, commi t]

/ STUB: fi |l enane

/ SUBSYSTEM { NATI VE| W NDOAB| CONSCLE| W NDOWNSCE| PCSI X} [, #[ . ##] ]
/ SWAPRUN { CO} NET}

/ VERBCSE : LI B]

/ VERS| O\ #[ . #]

/ VXD

/ WARN : war ni ngl evel ]

/ W NDOABCE: { CONVERT| EMULATI O\

/ WB: AGGRESSI VE

Most of these options areery adwanced, or of little use to us rightwio However, a good number of
them are useful on occasion so lveiscuss them here.

/ALIGN: number The number alue must be a decimal number and it must benaepof two'®. The
default (which HLA uses) is 4096This specifes the defult alignment for each gment in the program.
You should normally leee this at 4K, bt if you write a lot of ery short assembly programs you can shrink
the size of thex@cutable image by setting this to a smallug. Note that this number should be at least as
large as the lgest alignment option (byte,ond, dword, para, or page) that you specify for yogrsents.

The /BASE:addressoption lets you specify the starting address of the cogimesat ("_TEXT"). The
linker defults this address to 0x4000000 (i.e., $400_0000). HLA typically usesaaltdelue of
0x3000000 ($300_0000)This leaves room for a 16 Mbyte unused block, a 16 Mbyte stagkent, and a
16 Mbyte heap ggnent belw the code ggment in memory (which is where the letknormally puts the
stack and heap). If youamt a lager heap or stack gment, you should specify a higher starting address
with the /BASE linker option.

The /ENTR/:nameoptions speciéis the name of the main prograirhis is the location where program
execution bgins whenWindows first executes the program. oFHLA console windw applications, the
name of the main program is "?HLAMain". Unless yeudinking HLA code with a main program written
in another language, or you completely understand the HLA start up sequence, you sfeyddisé this
identifier to specify the entry point of an HLA main program. Note that if you cireatrthis entry point,
HLA does not properly set up thaception handling dcilities and other features of the language. So
change this name at youwo risk.

/HEAP:reservecommit This option speciéis the amount of memory that the system resefor the
heap. The first numeric @lue indicates the amount of heap space to resttg second parameter spesifi
the amount of that heap space to actual map into the address spaceauty ldeA supplies 0x1000000
($100_0000, or 16 Mbytes) for botlalues. This sets aside room for a 16 Mbyte heap andesak of it
available to your programThis is a rather lge \alue for the heap, especially if you write short programs
that dont allocate much memory dynamicallyror most small applications you mayamt to set this to a
more reasonable (smallerlue. The Windows defult is one mgabyte (0x100000 or $10_0000). If you
don't do much dynamic memory allocation, your code will probablyxisb®etter with other applications if
you set this &lue to 128K (0x20000 or $2_0000As a general rule, you should set both operands to the
same alue.

The /MACHINE:IX86 option tells the linkr that you'e creating code for an 80x86 CPWou should
not attempt to specify a @érent CPU when using HLA.

IMAP and /MAPfilename These options tell the lirk to produce a mafile. The frst form, without
the optional fename, causes the liekto produce a magdiwith the same base name as the outfafid

15. You can use a hexadecimal value if you specify the number using C/C++ syntax, e.g., "0x123ABC".
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a sufix of ".map". The second form lets you specify the name of the nepThe map fe is a tat file that
contains seeral bits of information about the objedéfiYou should produce a magefsomething and we
this information with a tet editor to see the kind of information the lamkproduces. None of this informa
tion is usually essentialubit is handy to hae nav and then. By delult, HLA does not produce a malefi

IMERGEfrom=to. This option meges the sgment (section) namefdom to to. This will cause the
linker to concatenate the aws@ments in memoryThis is roughly eqwialent to using the same combine
class string in the genent declaration. df example, "/MERGE:readonly=.edata" mges the readonly ge
ment with the CONST ggnent by concatenating thedw

/OUT:filename This option speciéis the output fecutable) fename. By defult, HLA appends
".EXE" to the base name of your program and uses that asdtgtable name. If youauld prefer a dier-
ent name, then use this option to specify ttecetable fe name that LINK produces.

/SECTIONnameoptions This option lets you specify the ordering ofjsents in memory as well as
apply attritutes to those genents. The ".LINK" file that HLA produces contains a list of /SECTION eom
mands to feed to the liek that speciéis the ordering of the gments (by their appearance in the ".LINK"
file) and the attribtes of those ggnents. Thenamefield is the sgment nameThis is a case sensié field,
so the case afamemust eactly match the original genent declarationTheoptionsfield is a string of one
or more characters that spee#fithe characteristics of thagegent in memory Here are some of the more
common options:

Allows the execution of code in this segment

Allows the program to read data in this segment

Allows the program to write data in this segment

Shared. Allows multiple copies of this program to share this data.

Marks the page as non-cachable (generally for multiprocessing applications).
Marks the page as non-pageable (i.e., it must always be in real memory).

TROsSIM

Most of the other options are either very advanced, uninteresting. or not applicable to HLA programs. Most
segments will have at least one of the E, R, or W options. HLA's default segments generally use the follow
ing section options:

/ SECTI ONL . text, ER -- Note: .text = TEXT
/ SECTI ON . edat a, R -- Note: .edata = CGONST
/ SECTI O\ readonl y, R

/ SECTI O\ . dat a, RW -- Note: .data = _DATA
/ SECTI O\ . bss, RW -- Note: .bss = _BSS

/ISTACK:reservecommit This option is similar to the /HEAP optioxaept it resergs space for the
programs stack sgment rather than the heams®nt. Lile the HEAP sgment, HLA dedults the stack
size to 16 Mbytes (0x4000000 or $400_0000). If you write shorter applications thiatisa’ lot of local
variable space or hearecursion, you may ant to consider setting thisiue to one nmabyte or less, e.g.,
/STACK:0x100000,0x100000.

/SUBSYSTEMsystem You must supply a subsystem option when you createenutble program.
For HLA programs you wuld normally use "/SUBSYSTEM:CONSOLE" when writing a standard console
application. You can use HLA to write GUI applications, if you do this, then you will need to use the
"ISUBSYSTEM:WINDONS" linker option. By defult, HLA links your code with the "/SUB
SYSTEM:CONSOLE" option. If you use the HLA "-w" command line option, then HLA wilbke the
linker with the "/SUBSYSTEM:WIND®@/S" option. Of course, if youxelicitly run the linker yourself,
you will have to supply one of these tvoptions.

The preceding paragraphspéain most of the command line options ylbuse when linking programs
written in HLA. For more information about the liek see the Microsoft on-line documentation that
accompanies the lirk

If you get tired of typing really long lirde command linesvery time you compile and link an HLA
program, you canaher all the (non-changing) command line options into @tinkmmand ke and tell the
linker to grab those options antefiames from the commandefrather than from the command lin€he
".LINK" fi le that the HLA compiler produces is a goo@dmple of a linker command fe. The ".LINK" file
contains the /SECTION options for the aait and usedefined sgments found in an HLA program.
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Rather than manually supplying these options on each call to tlee {jok can use a command linedlithe
following:

link @ilenane.link other_options file_nanes

The at-sign ("@") tells the lirdt to read a list of commands from the specified command file. Note that you
can have several different command files, so if you're compiling and linking several different HLA source
files, you can specify the ".link" file for each compilation on the command line.

The filenames you specify on the linker command line should be the names of OBJ and LIB files that
you wish to link together. In addition to the OBJ files you've created with HLA, you'll probably want to
specify the following library files:

e kernel32.lib Contains definitions for the base Windows API (e.g., console stuff)
e user32.lib Contains the definition of the MessageBox dialog (used for exceptions).
e hlalib.lib The HLA Standard Library

If you don't call any HLA Standard Library routines (unlikely, but possible) then you obviously don't
need to specify the hlalib.lib file. Note that it doesn’t hurt to specify the name of a library whose members
you don’t use. The linker will not include any object code from a library unless the program actually uses
code or data from that library.

If you're manually linking code that you compile with HLA, you will probably want to create one linker
command file containing all the static commands and include that and any appropriate HLA ".LINK" files on
the linker command line. Here’s a typical example of a static link file (i.e., a file that doesn’t get rewritten
each time you compile the HLA program):

/ heap: 0x20000, 0x20000
/ st ack: 0x2000, 0x20000
/ base: 0x1000000

/ machi ne: | X86

/entry: ?HLAVaI n

/ out : nypgm exe

kernel 32.1ib
user32.1ib
hlalib.lib

Generally you'd use the /SECTION commands from the HLA ".LINK" file unless you wanted to explicitly
set the segment ordering or change the attributes of the memory segments.

To run the linker manually, you'd normally tell HLA to perform a compile (and assemble) only opera-
tion. This is done using the HLA "-c" command line option. That is, a command like "hla -c myfile.hla" will
compile "myfile.hla" to "myfile.asm" and then run MASM to assemble this to "myfile.obj". HLA will not
run the linker when you specify the "-c" option. If you prefer, you can run MASM separately by using the
"-s" command line option as follows:

hla -s nyfile.hla
m -c - -COFF nyfile. asm

However, there is very little benefit to running the assembler yourself (run "MASM /?" to see the available
MASM command line options).

Once you've compiled all necessary source files, you can link them by using the Microsoft LINK.EXE
program with the command line (or command file) options this section discusses. Note that this section dis-
cusses options specific to the LINK.EXE v6.0 product. These features may change in a future version of the
linker. Please see the Microsoft documentation if you have any questions about how the linker operates or if
you're using a different version of the linker.
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6.13 Putting it All Together

CPU architects @ide memory into seeral diferent types depending on cost, capaeibd speedThey
call this the memory hierargh Mary of the levels in the memory hierargtare transparent to the program
mer. That is, the system automatically ves data betweenvels in the memory hierarglwithout intenen
tion on the programmes’part. Havever, if you are svare of the décts of the memory hierarghon
program performance, you can wrigsfer programs by gainizing your data and code so that it conforms to
the pectations of the caching and virtual memory subsystems in the memory hjierarch
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