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The HLA Compile-Time Language Chapter Seven

7.1

Chapter Overview

Now we come to the fun part.oFthe past nine chapters thistthas been molding and conforming you
to deal with the HLA language and assembly language programming in general. In this chapter you get to
turn the tables; yoll'learn hav to force HLA to conform to your desire3his chapter will teach you o
to extend the HLA language using Hls*compile-time languge. By the time you are through with this
chapteryou should hae a healt appreciation for the peer of the HLA compile-time languag&.ou will
be able to write short compile-time program¥u will also be able to add westatements, of youmm
choosing, to the HLA language.

7.2

Introduction to the Compile-Time Language (CTL)

HLA is actually two languages rolled into a single prograifhe run-time languge is the standard
80x86/HLA assembly language yoa’ been reading about in all the past chaptérkis is called the
run-time language because the programs you wéeute when you run thexecutable fe. HLA contains
an interpreter for a second language, the HLA CompiteeTLanguage (or CTL) thalkecutes programs
while HLA is compiling a programThe source code for tH&TL program is embedded in an HLA assem
bly language sourceldi that is, HLA source Is contain instructions for both the HLA CTL and the
run-time program. HLAxecutes the CTL program during compilation. Once HLA completes compilation,
the CTL program terminates; the CTL application is not a part of the runiecetable that HLA emits,
although the CTL application camrite part of the run-time program for you and, &cf, this is the major
purpose of the CTL.
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HLA Compiler & Actions produced by the interpretation
Compile-Time —  Of the compile-time language during
Interpreter compilation.
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Actions produced by the executing object code
produced by the compiler.

Figure 7.1 Compile-Time vs. Run-Time Execution

It may seem confusing to V& two separate languagesilb into the same compilerPerhaps youe
even questioning wharnyone would need a compile time languagi understand the bensfiof a compile
time language, consider the follimg statement that you should bery comfortable with at this point:

stdout. put( "i32=", i32, " strVar=", strVar, " charVar=", charVar, nl );

This statement is neither a statement in the HLA language nor a call to some HLA Standard Library proce
dure. Insteadstdout.puis actually a statement in a CTL application provided by the HLA Standard Library.

The stdout.put'application” processes a list of objects (the parameter list) and makes calls to various other
Standard Library procedures; it chooses the procedure to call based on the type of the object it is currently
processing. For example, tlsédout.put"application” above will emit the following statements to the
run-time executable:

stdout. puts( "i32=");
stdout. puti 32( i32);
stdout. puts( " strvar=");
stdout. puts( strVar );
stdout. puts( " charVar=" );
stdout. putc( charVar );

st dout . new n();

Clearly thestdout.putstatement is much easier to read and write than the sequence of statements that
stdout.putemits in response to its parameter lighis is one of the more perful capabilities of the HLA
programming language: the ability to modify the language to simplify common programming tasks. Print
ing lots of diferent data objects in a sequentiastion is a common task; tk&dout.put'application”
greatly simplifes this process.

The HLA Standard Library ibadedwith lots of HLA CTL examples. In addition to standard library
usage, the HLA CTL is quite adept at handling "orfe-@f"one-use" applicationsA classic @ample is fii -
ing in the data for a lookup tablén earlier chapter in thisxénoted that it is possible to construct look-up
tables using the HLA CTL (sé&able$ on page647 and“ Generatinglable$ on page651). Not only is
this possible, bt it is often &r less wrk to use the HLA CTL to construct these look-up tabldss chapter
abounds with xeamples of ractly this application of the CTL.
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Although the CTL itself is relately ineficient and you wuld not use it to write end-user applications,
it does maximize the use of that one precious commodity of which there is sw/éitiddlke: your time. By
learning hav to use the HLA CTL, and applying it properijou can deelop assembly language apptica
tions as rapidly as highvel language applicationsv@n faster since HLA CTL lets you createery high
level language constructs).

7.3

The #PRINT and #ERROR Statements

Chapter One of this xéhook bgan with the typical fst program most people write when learning a
new language; the "HellWorld" program. It is only fting for this chapter to present that same program
when discussing the second language of this t8o here it is, the basic "HeNdorld" program written in
the HLA compile time language:

program ct | Hel | oWor | d;
begin ctl Hel | oVorl d;

#print( "Hello, Wrld of HLA/CTL" )

end ctl Hel | oVorl d;

Program 7.1  The CTL "Hello World" Program

The only CTL statement in this program is the "#print" statem&hé remaining lines are needed just
to keep the compiler hagthough we could he reduced thewverhead to tw lines by using a UNIT rather
than a PRGRAM declaration).

The #PRINT statement displays thgttml representation of itsgument list during the compilation of
an HLA program. Therefore, if you compile the program &bowith the command "hletiIHW.hla" the
HLA compiler will immediately print, before returning control to the command line, #te te

Hello, Wrld of HLA/ CTL

Note that there is a big férence between the follong two statements in an HLA sourcéefi

#print( "Hello Wrld" )
stdout. puts( "Hello Wrld" nl );

The frst statement prints "Hello World" (and a newline) during the compilation process. This first statement
does not have any effect on the executable program. The second line doesn't affect the compilation process
(other than the emission of code to the executable file). However, when you run the executable file, the sec
ond statement prints the string "Hello World" followed by a new line sequence.

The HLA/CTL #PRINT statement uses the following basic syntax:

#print( |ist_of _comma_separated_constants )

Note that a semicolon does not terminate this statement. Semicolons terminate run-time stateynents, the
generally do not terminate compile-time statements (there is one big exception, as you will see a little later).

The #PRINT statement must have at least one operand; if multiple operands appear in the parameter
list, you must separate each operand with a comma (jussttileeit.put. If a particular operand is not a
string constant, HLA will translate that constant to its corresponding string representation and print that
string. Example:

#print( "Astring Constant ", 45, ' ', 54.9, ' ', true)
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You may specify nhamed symbolic constants and constanessions. Heever, all #PRINT operands
must be constants (either literal constants or constants yoe dethe CONST ovAL sections) and those
constants must be deéd before you use them in the #PRINT statement. Example:

const
pi := 3.14159;
charConst :="'c¢’;
#print( "Pl =", pi, " GCharVal =", CharConst )

The HLA #PRINT statement is particularlywaluable for debbgging CTL programs (since there is no
dehugger aailable for CTL code).This statement is also useful for displaying the progress of the cempila
tion and displaying assumptions andadéf actions that takplace during compilation. Other than display
ing the text associated with the #PRINT parameter list, the #PRINT statement doev@aathafect on
the compilation of the program.

The #ERFOR statement alles a single string constant operand. e #PRINT this statement will dis
play the string to the console during compilation. weeer, the #ER®R statement treats the string as a
error message and displays the string as part of an HLA error diagnostic. ,RheR##ERRR statement
increments the error count and this will cause HLA to stop the compilation (without assembly or linking) at
the conclusion of the sourcéefi You would normally use the #ERPR statement to display an error mes
sage during compilation if your CTL code disets something that prents it from creatingalid code.
Example:

#error( "Statement must have exactly one operand" )

Like the #PRINT statement, the #EBR statement does not end with a semicodthough #ERROR
only allows a string operand, st\ery easy to print otheralues by using the string (constant) concatenation
operator and seral of the HLA liilt-in compile-time functions (se&Compile-Time Constants andari-
ables on paged52 and“Compile-Time Functionson paged56) for more details).

7.4  Compile-Time Constants and Variables

Just as the run-time language supports constants aiables, so does the compile-time language.
You declare compile-time constants in the CONST section, the same as for the run-time lai¥guage.
declare compile-timeariables in th&AL section. Objects you declare in AL section are constants as
far as the run-time language is concerned,remember that you can change th&ig of an object you
declare in th&AL section throughout the sourcéefi Hence the term "compile-timanable." SeéHLA
Constant an¥alue Declaratioison page397 for more details.

The CTL assignment statement ("?") computes #leevof the constanipression to the right of the
assignment operator (":=") and stores the result int&¥Ateobject name appearing immediately to the left
of the assignment opera%orThe folloving example is a iwork of the @ample abwe; this gample, hov-
ever, may appear awhere in your HLA sourcel&, not just in th&AL section of the program.

?Const ToPrint := 25;

#print( "ConstToPrint =", ConstToPrint )
?Const ToPrint := ConstToPrint + 5;
#print( "Now Const ToPrint =", ConstToPrint )

Note that HLAs CTL ignores the distinction between thefedi#nt sizes of numeric objects. HLA
always resergs storage for the Igest possible object of avgh type, so HLA mees the follaving types:

byte, word, dword -> dword
uns8, unsl1l6, uns32 -> uns32
int8, intl6, int32 ->int32

1. If the identifier to the left of the assignment operator is undefined, HLA will automatically declare this object atrihe curre
scope level.
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real 32, real 64, real 80 -> real 80

For most practical applications of the CTL, this shouldn’t make a difference in the operation of the program.

7.5 Compile-Time Expressions and Operators

As the preious section states, the HLA CTL supports constaptessions in the CTL assignment

statement. Unli& the run-time language (where yowé#o translate algebraic notation into a sequence of

machine instructions), the HLA CTL alle a full set of arithmetic operations usiagriliar expression syn
tax. This gives the HLA CTL considerable wer, especially when combined with theil-in compile-time
functions the ne section discusses.

HLA’s CTL supports the folleing operators in compile-timegressions:

Table 1. Compile-Time Operators

Operator(s) Operandlypeg Description
numeric Negates the specdinumeric alue (int, uns, real)
- (unary) cset Returns the complement of the spedfcharacter
set.
integer Inverts all the bits in the operand (bitwise not).
I'(unar
(unary) boolean Boolean NO of the operand.
numericL * numericR Multiplies the two operands.
*
csetL * csetR Computes the intersection of theotsets

div integerL dv integerR Computes the intger quotient of the tavinteger
(int/uns/dvord) operands.

mod integerL mod intgerR Computes the remainder of theidion of the tvo
integer (int/uns/dwrd) operands.

/ numericL / numericR Computes the real quotient of theotwumeric
operands. Returns a real resukreif both oper
ands are ingers.

<< integerL << int@erR Shifts intgerL operand to the left the number of
bits specifed by the intgerR operand.

>> integerL >> int@erR Shifts integerL operand to the right the number of
bits specifed by the intgerR operand.

numericL + numericR Adds the tvo numeric operands.

+ csetL + csetR Computes the union of the dvsets.

strL + strR Concatenates the bastrings.
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Table 1. Compile-Time Operators

Operator(s) OperandType$ Description
numericL - numericR Computes the dérence between numericL and
- numericR.
csetlL - csetR Computes the set @rence of csetlL-csetR.
numericL = numericR Returns true if the tavoperands he the same
value.
~ or == csetL = csetR Returns true if the tavsets are equal.
strL = strR Returns true if the tw strings/chars are equal.
typelL = typeR Returns true if the tavvalues are equalThey
must be the same type.
<>orl= typeL <> typeR Returns élse if the tvo (compatible) operands are
(Same as =) not equal to one another
numericL < numericR Returns true if numericL is less than numericR
csetL < csetR Returns true if csetlL is a proper subset of csetR.
strL < strR Returns true if strL is less than strR
<
booleanL < booleanR Returns true if left operand is less than right eper
and (note: dlse < true).
enumL < enumR Returns true if enumL appears in the same enum
list as enumR and enumL appearstfi
<= Same as < Returns true if the left operand is less than or
equal to the right operand.oicharacter sets, this
means that the left operand is a subset of the rnight
operand.
> Same as < Returns true if the left operand is greater than the
right operand. &r character sets, this means that
the left operand is a proper superset of the right
operand.
>= Same as <= Returns true if the left operand is greater than or
equal to the right operand.oicharacter sets, this
means that the left operand is a superset of the
right operand.
integerL & integerR Computes the bitwis&ND of the two operands.
& :
booleanL & booleanR Computes the logic@IND of the two operands.

Page954
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Table 1: Compile-Time Operators

Operator(s) OperandType$ Description

integerL | intgerR Computes the bitwise OR of thedwperands.

booleanL | booleanR Computes the logical OR of thedwoperands.

integerL " intgerR Computes the bitwise XOR of thedwperands.

booleanL " booleanR Computes the logical XOR of the &voperands.
Note that this is equalent to "booleanL <> boel
eanR".

in charL in csetR Returns true if charL is a member of csetR.

a. Numeric is {intXX, unsXX, byte, word, dword, and realXX} values. Cset is a character set operand.
Type integer is { intXX, unsXX, byte, word, dword }. Type str is any string or character value. "TYPE"
indicates an arbitrary HLA type. Other types specify an explicit HLA data type.

Table 2: Operator Precedence and Associativity

I Precedence
Associatvity (Highest to Lavest) Operator
Right-to-left I (unary)
6
- (unary)
*
div
mod
Left to right 5 ;
>>
<<
+
Left to right 4 -
= 0or ==
<>orl=
<
Left to right 3
<=
>
>=

Beta Draft - Do not distribute © 2001, By Randall Hyde Paged55



Chapter Seven Volume Four

Table 2. Operator Precedence and Associativity

L Precedence
Associatvity (Highest to Lovest) Operator
&
Left to right
> I
N
Nonassociatie 1 in

Of course, you canahys werride the defult precedence and associdyi of an operator by using
parentheses in axgression.

7.6

Compile-Time Functions

HLA provides a wide range of compile-time functions you can udgese functions computelies
during compilation the sameay a high lgel language function computealwes at run-time. The HLA
compile-time language includes a widsiety of numeric, string, and symbol table functions that help you
write sophisticated compile-time programs.

Most of the names of thaulit-in compile-time functions kggn with the special symbol "@" andvea
names lilke @sinor @length The use of these special idemtif preents conftts with common names you
might want to use in yourven programs (lik length). The remaining compile-time functions (those that do
not beyin with "@") are typically data cerrsion functions that use type names lik8 andreal64 You
can @en create yourvan compile-time functions using macros (S&&acros on paged69).

HLA organizes the compile-time functions intarious classes depending on the type of operation. F
example, there are functions that gert constants from one form to another (e.g., string tgénteower-
sion), there are mgnuseful string functions, and HLA prinles a full set of compile-time numeric func
tions.

The complete list of HLA compile-time functions is too length present here. Instead, a complete
description of each of the compile-time objects and functions appeaygpandix H (se¢HLA Com-
pile-Time Functions” on pag&493; this section will highlight a fe of the functions in order to demon
strate their use. Later sections in this chamsrwell as future chapters, will neakctensve use of the
various compile-time functions.

Perhaps the most important concept to understand about the compile-time functions ig/ thet the
equivalent to constants in your assembly language code (i.e., the run-time progoamaniple, the com
pile-time function irocation "@sin( 3.1415265358979328 )" is roughly egjent to specifying "0.0" at
that point in your progra?n A function invocation like "@sin( x )" is lgal only if x is a constant with a pre
vious declaration at the point of the function call in the soulee lin particularx cannot be a run-timeavi-
able or other object whosealue e«ists at run-time rather than compile-time. Since HLA replaces
compile-time function calls with their constant result, you may askyeln should een bother with com
pile time functions. After all, it's probably more ceenient to type "0.0" than it is to type
"@sin(3.1415265358979328 in your program. Hwever, compile-time functions are really handy for
generating lookup tables (sé&eneratinglTables on page651) and other mathematical results that may

2. Actually, since @sin’s parameter in this example is not exactpu will get a small positive number instead of zero as
the function result, but in theory you should get zero.
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change whener you change a CONSTalue in your program. Later sections in this chapter wplae
these ideasafther

7.6.1 Type Conversion Compile-time Functions

One set of commonly used compile-time functions are the typeion functions.These functions
take a single parameter of one type andveaithat information to some speeifitype. These functions use
several of the HLA lilt-in data type names as the function names. Functions in thipooatae

* boolean

* int8, intl6, and int32

e uns8, unsl6, and uns32

* byte, word, dword (these are effectively equivalent to uns8, uns16, and uns32)

* real32, real64, and real80

e char

e string

e cset

e text
These functions accept a single constant expression parameter and, if at all reasonable, convert-that expres
sion’s value to the type specified by the type name. For example, the following function call returns the
value -128 since it converts the string constant to the corresponding integer value:

int8( "-128" )

Certain comersions dort’male sense or va restrictions associated with thenor Example, thebook
eanfunction will accept a string parametbut that string must be "true" ordise" or the function will gen
erate a compile-time errotikewise, the numeric coersion functions (e.gint8) allow a string operandub
the string operand must representgalezumeric alue. Some comrsions (e.g.int8 with a character set
parameter) simply dohinake sense and arenalys illegal.

One of the most useful functions in this caey is thestring function. This function accepts nearly all
constant gpression types and it generates a string that represents the pasdster br example, the
invocation "string( 128 )" produces the string "128" as the return reghis function is real handy when
you hare a \alue that you wish to use where HLA requires a stringr ékample, the #ERBR com
pile-time statement only alles a single string operan®ou can use the string function and the string- con
catenation operator ("+") to easily get around this limitation, e.g.,

#error( "Value (" + string( Value ) + ") is out of range" )
7.6.2 Numeric Compile-Time Functions

The functions in this cagery perform standard mathematical operations at compile fithese fune
tions are real handy for generating lookup tables and "parameterizing” your source code by recalculating
functions on constants deéid at the kginning of your program. Functions in this gaigy include the fol
lowing:

e (@abs

e (@ceil, @floor

e (@sin, @cos,@tan

c  @exp, @log, @logl0

e @min,@max

e @random, @randomize
e (@sqrt

See Appendix H for more details on these functions.
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7.6.3

Character Classification Compile-Time Functions

The functions in this group all return a boolean restiliey test a character (or all the characters in a
string) to see if it belongs to a certain class of charactérs.functions in this cagery include

*  @isAlpha, @isAlphanum
*  @isDigit, @isxDigit

*  @isLower, @isUpper

e (@isSpace

In addition to these character classification functions, the HLA language provides a set of pattern
matching functions that you can also use to classify character and string data. See the appropriate sections a
little later for the discussion of these routines.

7.6.4

Compile-Time String Functions

The functions in this cag@ry operate on string parameters. Most return a string result although a fe
(e.g., @length and @inkereturn intger results.These functions do not directlyfatt the \alues of their
parameters; instead, theeturn an appropriate result that you can assign back to the parameter if you wish to
do so.

e (@delete, @insert

e  @index, @rindex

*  @length

* (@lowercase, @uppercase
e @strbrk, @strspan

e  (@strset

e @substr, @tokenize, @trim

For specific details concerning these functions and their parameters and their types, see Appendix H.
Combined with the pattern matching functions, the string handling functions give you the ability to extend
the HLA language by processing textual data that appears in your source files. Later sections appearing in
this chapter will discuss ways to do this.

The @length function deserves a special discussion because it is probably the most popular function in
this category. It returns ams32constant specifying the number of characters found in its string parameter
The syntax is the folleing:

@ength( string_expression )

Where string_expressionmepresents any compile-time string expression. As noted above, this function
returns the length, in characters, of the specified expression.

7.6.5

Compile-Time Pattern Matching Functions

HLA provides a ery rich set of string/pattern matching functions that let you test a string to see if it
begins with certain types of characters or stringséong with the string processing functions, the pattern
matching functions let yowéend the HLA language and pide several other bend8 as wellThere aredr
too mary pattern matching functions to list here (#g@endix H for complete details). Mever, a fav
examples will demonstrate theywer and cowenience of these routines.

The pattern matching functions all return a boolean tls&/fresult. If a function returns true, we say
that the functiorsucceed@ matching its operand. If the function returaksé, then we sayfiils to match
its operand.An important feature of the pattern matching functions is that dieenot hae to match the
entire string you supply as a paramgtieese patterns will (usually) succeed as long asrttagch a preki of
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the string parameteiThe @matchStr function is a gooxbenple, the follwing function irvocation alvays
returns true:

@atchStr( "Hello Wrld", "Hello" )

The frst parameter of all the pattern matching functions ("H&told" in this example) is the string to
match. The matching functions will attempt to match the characters at thenlreg of the string with the
other parameters supplied for that particular function. In the @matoteBtipke abwe, the function suc
ceeds if the fst parameter lggns with the string spec#d as the second parameter (which it do€hg fact
that the "HellowWorld" string contains additional charactersydied "Hello" is irreleant; it only needs to
begin with the string "Hello" is doeshfequire equality with "Hello".

Most of the compile-time pattern matching functions suppastdptional parametersThe functions
store additional data into théAL objects speciéd by these ta parameters if the function is successful
(corversely if the function &ils, it does not modify these object3he fist parameter is where the function
stores theemainder The remainder after thexecution of a pattern matching function is those characters
that follov the matched characters in the string. In tteavgle abwe, the remainder euld be "World". If
you wanted to capture this remainder data, youwld add a third parameter to the @matchStr functiea in
cation:

@matchStr( "Hello Wrld", "Hello", Wrld)

This function ivocation would leave " World" sitting in thbrld VAL object. Note that\orld must be pre
declared as a string in the VAL section (or via the "?" statement) prior to the invocation of this function.

By using the conjunction operator ("&") you can combine several pattern matching functions into a sin-
gle expression, e.g.,

@matchStr( "Hello There Wrld", "Hello ", tw) & @matchStr( tw, "There ", Wrld)

This full expression returns true and leaves "World" sitting in\toeld variable. It also leaves "There
World" sitting intw, althoughtw is probably a temporary object whose value has no meaning beyond this
expression. Of course, the above could be more efficiently implemented as follows:

@matchStr( "Hello There Wrld", "Hello There", Wrld )

However, keep in mind that you can combine different pattern matching functions using conjunction, they
needn't all be calls to @matchStr.

The second optional parameter to most pattern matching functions holds a copy of the text that the func-
tion matched. E.g., the following call to @matchStr returns "Hello" in the Hello VAL ébject

@matchStr( "Hello Wrld", "Hello", Wrld, Hello)
For more information on these pattern matching functions pleasdpgesndix H. The chapter on

Domain Specifi Languages (seé®omain Specifi Embedded Languadesn pagel003 and seeral other
sections in this chapter will also neafurther use of these functions.

7.6.6

Compile-Time Symbol Information

During compilation HLA maintains an internal databasenknas thesymbol table The symbol table
contains lots of useful information concerning all the idessfiyouve defned up to a gien point in the
program. In order to generate machine code output, HLA needs to query this database to detertnine ho
treat certain symbols. In your compile-time programs, it is often necessary to query the symbol table to
determine hw to handle an ident#r or expression in your codeThe HLA compile-time symbol informa
tion functions handle this task.

3. Strictly speaking, this example is rather contrived since we generally know the string that @matchStr matches. However,
for other pattern matching functions this is not the case.
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Many of the compile-time symbol information functions are wejldrel the scope of this chapter (and,
in some cases, hend the scope of thisx§. This chapter will present avieof the functions and later chap
ters will add to this list. & a complete list of the compile-time symbol table functions Appendix H.
The functions we will consider in this chapter include the ¥dhg:

s  @size

e (@defined

* (@typeName

e @elements

e  @elementSize

Without question, the @size function is probably the most important function in this group. Indeed,
previous chapters have made use of this function already. The @size function accepts a single HLA identi-
fier or constant expression as a parameter. It returns the size, in bytes, of the data type of that object (or
expression). If you supply an identifier, it can be a constant, type, or variable identifier. HLA returns the
size of the type of the object. As you've seen in previous chapters, this function is invaluable for allocating
storage vianallocand allocating arrays.

Another \ery useful function in this group is the @defil function. This function accepts a single
HLA identifier as a parametes.g.,

@efined( Mldentifier )

This function returns true if the idenéfiis defined at that point in the program, it returns false otherwise.

The @typeName function returns a string specifying the type name of the identifier or expression you
supply as a parameter. For examplé3Zis anint32 object, then "@typeName( i32 )" returns the string
"int32". This function is useful for testing the types of objects you are processing in your compile-time pro
grams.

The @elements function requires an array identdr expression. It returns the total number of array
elements as the function result. Note that for multi-dimensional arrays this function returns the product of
all the array dimensiofis

The @elementSize function returns the size, in bytes, of an element of an array whose name you pass as
a parameterThis function is gtremely \aluable for computing indices into an array (i.e., this function-com
putes theelement_size&omponent of the array indecalculation, seéAccessing Elements of a Single
DimensionArray” on paget65).

7.6.7

Compile-Time Expression Classification Functions

The HLA compile-time language prides functions that will classify some arbitraryttend determine
if that text is a constantx@ression, a igister a memory operand, a type idemifiand more. Some of the
more common functions are

» @isConst

« @isReg, @isReg8, @isRegl6, @isReg32, @isFReg
e @isMem

e @isType

Except for @isType, which requires an HLA identifier as a parameter, these functions all take some
arbitrary text as their parameter. These functions return true or false depending upon whether that parameter
satisfies the function requirements (e.g., @isConst returns true if its parameter is a constant identifier or
expression). The @isType function returns true if its parameter is a type identifier.

The HLA compile-time language includes several other classification functions that are beyond the
scope of this chapter. See Appendix H for details on those functions.

4. There is an @dim function that returns an array specifying the bounds on each dimension of a multidimensional array. See
the appendices for more details if you're interested in this function.
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7.6.8 Miscellaneous Compile-Time Functions

The HLA compile-time language containyseal additional functions that ddriall into one of the cat
egories abwe. Some of the more useful miscellaneous functions include

* @odd

e @lineNumber

e @text

The @odd function takes an ordinal value (i.e., non-real numeric or character) as a parameter and
returns true if the value is odd, false if it is even. The @lineNumber function requires no parameters, it
returns the current line number in the source file. This function is quite useful for debugging compile-time
(and run-time!) programs.

The @text function is probably the most useful function in this group. It requires a single string param-
eter. It expands that string as text in place of the @text function call. This function is quite useful in con-
junction with the compile-time string processing functions. You can build an instruction (or a portion of an
instruction) using the string manipulation functions and then convert that string to program source code
using the @text function. The following is a trivial example of this function in operation:

?idl:string := "eax",
?id2:string := "i32";
@ext( "mov( " +idl+ ", " +id2+");")
The sequence abecompiles to
nov( eax, i32);
7.6.9 Predefined Compile-Time Variables

In addition to functions, HLA also includesvseal predefied compile-time ariables. The use of most
of HLA's compile time ariables is bgond the scope of thiste Hoawever, the folloving youve already
seen:

e @bound

e @into

Volume Three (see “Some Additional Instructions: INTMUL, BOUND, INTO” on page 393) discusses
the use of these objects to control the emission of the INTO and BOUND instructions. These two boolean
pseudo-variables determine whether HLA will compile the BOUND (@bound) and INTO (@into) instruc-
tions or treat them as comments. By default, these two variables contain true and HLA will compile these
instructions to machine code. However, if you set these values to false, using one or both of the following
statements then HLA will not compile the associated statement:

?@ound : = fal se;
?@nto := fal se;

If you set @BOUND todlse, then HLA treats BOUND instructions as thougly there comments. If
you set @IND to false, then HLA treats IND instructions as comment¥ou can control the emission of
these statements throughout your program by sedégsetting these pseudasiables to true orfse at dif
ferent points in your code.

7.6.10 Compile-Time Type Conversions of TEXT Objects

Once you create axieconstant in your program, stdifiicult to manipulate that objectThe following
example demonstrates a programraetesire to change the dgfion of a tet symbol within a program:

val
t:text := "stdout.put";
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?t:text :="fileio.put";

The basic idea in thisxample is that expands to "stdout.put” in thedi half of the code and ikpands
to "fileio.put" in the second half of the program. Unfortunatilis simple gample will not vork. The
problem is that HLA will @pand a tet symbol in place almost gwhere it fnds that symbolThis includes
occurrences dfwithin the "?" statement alile. Therefore, the code ab® expands to the folling (incor

rect) tet:

val
t:text := "stdout.put";
?stdout.put:text := "fileio.put";

HLA doesnt know how to deal with the "?" statement above, so it generates a syntax error.

At times you may not want HLA to expand a text object. Your code may want to process the string data
held by the text object. HLA provides a couple of operators that deal with these two problems:

e @stringidentifier
e (@toStringidentifier

The @stringdentifier operator consists of @string, immediately faléml by a colon and axeidentk
fier (with no interleging spaces or other characters). HLA returns a string constant corresponding to the
text data associated with thextebject. In other wards, this operator lets you treat gttebject as though it
were a string constant within arpgession.

Unfortunately the @string operator ceerts a tgt object to a string constant, not a string idestifi
Therefore, you cannot say somethinglik

?@tring:t 1= "Hello"

This doesrt’' work because @string:t replaces itself with the string constant associated with the text object
Given the former assignment to t, this statement expands to

?"stdout.put” := "Hello";

This statement is still iligal.

The @toStringdentifier operator comes to the rescue in this casbe @toString operator requires a
text object as the associated idestifi It converts this t&t object to a string object (still maintaining the
same string data) and then returns the identifsince the identiir is nav a string object, you can assign a
value to it (and change its type to something else,texg.|f that's what you need)To achiee the original
goal, therefore, yod'use code lik the follaving:

val
t:text := "stdout.put";

?@ostring:t @ text :="fileio.put";

7.7  Conditional Compilation (Compile-Time Decisions)

HLA’s compile-time language prides an IF statement, #IRhat lets you makvarious decisions at
compile-time. The #IF statement hasawnain purposes: the traditional use of #IF is to supmmorditional
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compilation (or conditional assemb)yallowing you to include or »clude code during a compilation
depending on the status @frious symbols or constardlues in your programrhe second use of this state

ment is to support the standard IF statement decision making process in the HLA compile-time language.
This section will discuss thesedwses for the HLA #IF statement.

The simplest form of the HLA compile-time #IF statement uses theniolgpsyntax:

#i f ( constant_bool ean_expressi on )
<< text >>
#endi f

Note that you do not place semicolons after the #ENDIF clause. If you place a semicolon after the #ENDIF
it becomes part of the source code and this would be identical to inserting that semicolon immediately before
the next text item in the program.

At compile-time, HLA evaluates the expression in the parentheses after the #IF. This must be a constant
expression and its type must be boolean. If the expression evaluates true, then HLA continues processing
the text in the source file as though the #IF statement were not present. However, if the expression evaluates
false, then HLA treats all the text between the #IF and the corresponding #ENDIF clause as though it were a
comment (i.e., it ignores this text).

#if( constant_boolean_expression )

HLA compiles this code if
the expression is true. Els
HLA treats this code like

a comment.

#endif

Figure 7.2 Operation of HLA Compile-Time #IF Statement

Keep in mind that HLA constantx@ressions support a fulkpression syntax li& youd find in a high
level language lik C or Rscal. The #IF &pression syntax is not limited as arpeessions in the HLA IF
statement.Therefore, it is perfectly reasonable to wraedy expressions lik the follaving:

# f( @ength( someStrConst ) < 10 & ( Maxltens*2 < 100 | Mnltens-5 < 10 ))
<< text >>
#endi f

Keep in mind that the items in a compile-timnxpression must all be CONST AL identifiers or an
HLA compile-time function call (with appropriate parameters). In particteanember that HLAv@luates
these gpressions at compile-time so yheannot contain run-timeaviables. Also note that HLAs compile
time language uses complete booleegalieation, so anside efects that occur in thexpression may pro
duce undesired results.

The HLA #IF statement supports optional #ELSEIF and #ELSE clauses thaebehhe intuitve
fashion. The complete syntax for the #IF statement lookes tite follaving:

#i f( constant_bool ean_expressi ony )

5. Except, of course, as parameters to certain HLA compile-time functions like @size or @typeName.
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< text, >>
#el sei f ( const ant _bool ean_expressi on, )
<< text, >>

#el se

<< textg >>
#endi f

If the first boolean xpression ealuates true then HLA processes thé tg to the #ELSEIF clause. It
then skips all tet (i.e., treats it lilk a comment) until it encounters the #ENDIF clause. HLA continues pro
cessing the ta after the #ENDIF clause in the normashion.

If the first boolean xpression abee evaluates dlse, then HLA skips all thexeuntil it encounters a
#ELSEIF, #ELSE, or #ENDIF clause. If it encounters a #ELSEIF clause (ag)liben HLA galuates
the booleanxpression associated with that clause. I¥étleates true, then HLA processes the between
the #ELSEIF and the #ELSE clauses (or to the #ENDIF clause if the #ELSE clause is not presert). If, dur
ing the processing of thisxie HLA encounters another #ELSEIF, as abwe, a #ELSE clause, then HLA
ignores all further tet until it finds the corresponding #ENDIF

If both the fist and second boolearpgessions in thexample abwe evaluate &lse, then HLA skips
their associated xé and bgins processing thexein the #ELSE clauseAs you can see, the #IF statement
behaes in a relatiely intuitive fashion once you understandahblLA "executes" the body of these state
ments (that is, it processes thgtter treats it as a comment depending on the state of the bosjmas e
sion). Of course, you can create a nearlyitdivariety of diferent #IF statement sequences by including
zero or more #ELSEIF clauses and optionally supplying the #ELSE clause. Since the construction is identi
cal to the HLA IETHEN..ELSEIF.ELSE..ENDIF statement, there is no need to elaborate further here.

A very traditional use of conditional compilation is tovelep softvare that you can easily cogdire for
several diferent enironments. Br example, the FCOMIP instruction mek fbating point comparisons
very easy bt this instruction is\ailable only on Pentium Pro and later processors. If yant o use this
instruction on the processors that support it, afidofick to the standardbfiting point comparison on the
older processors youaomuld normally hge to write two versions of the program - one with the FCOMIP
instruction and one with the traditionadditing point comparison sequence. Unfortunataintaining tve
different source lées (one for me@er processors and one for older processorsgrig difficult. Most engi
neers prefer to use conditional compilation to embed the separate sequences in the sanme. sboedefi
lowing example demonstrates\wdo do this.

const
Pent ProO Later: boolean := false; // Set true to use FOOM xx instrs.

#if( PentProCrLater )

fcom p(); /1 Conpare stl to stO and set flags
#el se
fconp(); /] Conpare st1l to stO
fstsw ax ); /1 Move the FPU condition code bits
sahf (); /1 into the FLAGS register.
#endi f

As currently written, this code fragment will compile the three instruction sequence in the #ELSE
clause and ignore the code between the #IF and #ELSE clauses (because theReomiBia@trLater is
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false). By changing thealue ofPentPioOrLaterto true, you can tell HLA to compile the single FCOMIP
instruction rather than the three-instruction sequence. Of course, you can PsetfeOrLater constant
in other #IF statements throughout your program to contrelHiloA compiles your code.

Note that conditional compilation does not let you create a simglutablethat runs dfciently on all
processorsWhen using this technique you will still\veto create tav executable programs (one for Pen
tium Pro and later processors, one for the earlier processors) by compiling your setiéecfi during the
first compilation you must set tientPioOrLaterconstant todlse, during the second compilation you must
set this constant to truélthough you must create twseparatex@cutables, you need only maintain & sin
gle source fe.

If you are aimiliar with conditional compilation in other languages, such as the C/C++ language, you
may be vendering if HLA supports a statementdilC's "#ifdef" statement.The answer is no, it does not.
However, you can use the HLA compile-time function @DEFINED to easily test to see if a symbol has been
defined earlier in the sourceadi Consider the follwing modification to the abe code that uses this tech
nigue:
const

/1 Note: uncomment the following line if you are conpiling this
/1 code for a PentiumPro or later CPU.

/1 PentProQLater :=0; // Value and type are irrel evant

#if( @efined( PentProCLater ) )

fcomp(); /] Conpare stl to stO and set flags.
#el se
fconp(); /1 Conpare stl to stO.
fstsw ax ); /1 Move the FPU condition code bits
sahf () ; I/l into the FLAGS register.
#endi f

Another common use of conditional compilation is to introduceigiging and testing code into your
programs.A typical delugging technique that mamiLA programmers use is to insert "print" statements at
stratgyic points throughout their code in order to trace through their code and display impaltast at
various checkpointsA big problem with this technique is that yhmust remue the debgging code prior to
completing the project.The softwares customer (or a studestinstructor) probably doegniant to see
dehugging output in the middle of a report the program produdémrefore, programmers who use this
technique tend to insert code temporarily and then vertiee code once theun the program and deter
mine what is wrongThere are at least twproblems with this technique:

» Programmers often forget to remove some debugging statements and this creates defects in the
final program, and

» After removing a debugging statement, these programmers often discover that they need that
same statement to debug some different problem at a later time. Hence they are constantly
inserting, removing, and inserting the same statements over and over again.

Conditional compilation can provide a solution to this problem. By defining a symbotiéag) to
control delig output in your program, you can easily &t or deactateall detugging output by simply
modifying a single line of source cod&he folloving code fragment demonstrates this:

const
debug: bool ean : = fal se; /] Set to true to activate debug out put.
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# f( debug )
stdout.put( "At line ", @ineNunber, " i=", i, nl );
#endi f

As long as you surround all dadging output statements with a #IF statemeet fiie one abe, you
don't have to worry about debg output accidentally appearing in yourdii application. By setting the
delug symbol to &lse you can automatically disable all such outputedie, you dort’ hase to remee all
your delugging statements from your programs oncg’tleesered their immediate purpose. By using
conditional compilation, you can leathese statements in your code becaugeatteeso easy to deagie.
Later, if you decide you need to wiethis same dalgging information during a program run, yoomit
have to reenter the dafjging statement - you simply reaetie it by setting thdelug symbol to true.

We will return to this issue of inserting dejging code into your programs in the chapter on macros.

Although program condiuration and delgging control are ter of the more common, traditional, uses
for conditional compilation, donhforget that the #IF statement pides the basic conditional statement in
the HLA compile-time languageYou will use the #IF statement in your compile-time programs the same
way you would use an IF statement in HLA or some other language. Later sections ixtthi#l fgresent
lots of xkamples of using the #IF statement in this capacity

7.8

Repetitive Compilation (Compile-Time Loops)

HLA’s #WHILE. #ENDVHILE statement pnades a compile-time loop constructhe #WHILE state
ment tells HLA to repetitiely process the same sequence of statements during compil@tiais \ery
handy for constructing data tables ($€enstructing Datdables at Compil&ime’ on page996) as well as
providing a traditional looping structure for compile-time programdthough you will not emplyp the
#WHILE statement arwhere near as often as the #lF statement, this compile-time control struceme is v
important when writing achnced HLA programs.

The #WHILE statement uses the foliog syntax:

#whi | e( constant_bool ean_expressi on )

<< text >>
#endwhi | e

When HLA encounters the #WHILE statement during compilation, it wéllumte the constant boolean
expression. If thexgression ealuates dlse, then HLA will skip wer the tat between the #WHILE and the
#ENDWHILE clause (the belvéor is similar to the #IF statement if thgpeession ealuates dlse). If the
expression ealuates true, then HLA will process the statements between the #WHILE andMENE
clauses and then "jump back" to the start of the #WHILE statement in the steuacel fiepeat this process.
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#while( constant_boolean_expression )

HLA repetitively compiles this code
as long as the expression is true.

It effectively inserts multiple copies

of this statement sequence into your
source file (the exact number of copie
depends on the value of the loop coht
expression).

Ul

S

(0]

#endwhile

Figure 7.3 HLA Compile-Time #WHILE Statement Operation

To understand ho this process wks, consider the folleing program:

program ct Wii | e;
#include( "stdlib.hhf" )

static
ary: uns32[5] :=[ 2, 3, 5 8, 13]
begi n ct Wii | g;
? = 0;
#while( 1 <5)
stdout.put( "array[ ", i, "] =", ary[i*4], nl );
2 =0+ 1
#endwhi | e
end ct Wil e;

Program 7.2  #WHILE.. #ENDWHILE Demonstration

As you can probably surmise, the output from this program is thevfoto

array[] 0] =2
array[ 1] =3
array[ 2] =4
array[] 3] =5
array[ 4] =13

What is not quite obous is haev this program generates this output. Remepnther#WHILE. #END
WHILE construct is a compile-time language feature, not a run-time control constrbetefore, the
#WHILE loop abwee repeats ¥ie times duringcompilation On each repetition of the loop, the HLA com
piler processes the statements between the #WHILE and WENICE clauses. Therefore, the program
above is really equialent to the follaving:
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program ct Wii | e;
#incl ude( "stdlib.hhf" )

static
ary: uns32[5] :=[ 2, 3, 5 8, 13];

begi n ct Wii | e;
stdout.put( "array[ ", O, "] =", ary[0*4], nl );
stdout.put( "array[ ", 1, "] =", ary[1*4], nl );
stdout.put( "array[ ", 2, "] =", ary[2*4], nl );
stdout.put( "array[ ", 3, "] =", ary[3*4], nl );
stdout.put( "array[ ", 4, "] =", ary[4*4], nl );

end ct Wil e;

Program 7.3  Program Equivalent to the Code in Program 7.2

As you can see, the #WHILE statementésyvcorvenient for constructing repetid code sequences.
This is especially waluable for unrolling loopsAdditional uses of the #WHILE loop appear in later-sec
tions of this tet.

7.9  Putting It All Together

The HLA compile-time language pridles considerable peer. With the compile-time language you
can automate the generation of tables, sekdgticompile code for diérent ernironments, easily unroll
loops to impree performance, and check thalidity of code you'e writing. Combined with macros and
other features that HLA pvades, the compile-time language is probably the premier feature of the HLA
language — no other assemblenjiles comparable featuresorfmore information about the HLA compile
time language, be sure to read thrtrhapter on macros.
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