Intr oduction to Digital Design Chapter Three

Logic circuits are the basis for modern digital computer systems. To appreciate how computer
systems operate you will need to understand digital logic and boolean algebra.

This chapter provides only a basic introduction to boolean algebra. That subject alone is often
the subject of an entire textbook. This chapter concentrates on those subjects that support other
chapters in this text.

Chapter Overview

Boolean logic forms the basis for computation in modern binary computer systems. You can
represent any algorithm, or any electronic computer circuit, using a system of boolean equations.
This chapter provides a brief introduction to boolean algebra, truth tables, canonical representa-
tion, of boolean functions, boolean function simplification, logic design, and combinatorial and
sequential circuits.

This material is especially important to those who want to design electronic circuits or write
software that controls electronic circuits. Even if you never plan to design hardware or write soft-
ware than controls hardware, the introduction to boolean algebra this chapter provides is still
important since you can use such knowledge to optimize certain complex conditional expressions
within IF, WHILE, and other conditional statements.

The section on minimizing (optimizing) logic functions uses Veitch Diagrams or Karnaugh
Maps. The optimizing techniques this chapter uses reduce the number of ferms in a boolean func-
tion. You should realize that many people consider this optimization technique obsolete because
reducing the number of terms in an equation is not as important as it once was. This chapter uses
the mapping method as an example of boolean function optimization, not as a technique one
would regularly employ. If you are interested in circuit design and optimization, you will need to
consult a text on logic design for better techniques.

3.1 Boolean Algebra

Boolean algebra is a deductive mathematical system closed over the values zero and one
(false and true). A binary operator | defined over this set of values accepts a pair of boolean
inputs and produces a single boolean value. For example, the boolean AND operator accepts two
boolean inputs and produces a single boolean output (the logical AND of the two inputs).

For any given algebra system, there are some initial assumptions, or postulates, that the sys-
tem follows. You can deduce additional rules, theorems, and other properties of the system from
this basic set of postulates. Boolean algebra systems often employ the following postulates:

¥ ¥Closure. The boolean system is closed with respect to a binary operator if for every pair
of boolean values, it produces a boolean result. For example, logical AND is closed in the
boolean system because it accepts only boolean operands and produces only boolean
results.

¥ ¥Commutativity. A binary operator | is said to be commutative if A°B = B°A for all possi-
ble boolean values A and B.

¥ ¥Associativity. A binary operator j is said to be associative if
¥ (AiB)jC=AjB;0)
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for all boolean values A, B, and C.
¥Distribution. Two binary operators | and % are distributive if
AiB%C)=(AiB)%(A[C)

for all boolean values A, B, and C.

G e B G

Yldentity. A boolean value I is said to be the identity element with respect to some binary operator | if A
°1=A

for all boolean values A.

¥ ¥nverse. A boolean value I is said to be the inverse element with respect to some binary operator | if A
°1=B and B#A (i.e., B is the opposite value of A in a boolean system)

for all boolean values A and B.

For our purposes, we will base boolean algebra on the following set of operators and values:

The two possible values in the boolean system are zero and one. Often we will call these values false and true
(respectively).

The symbol ¥ represents the logical AND operation; e.g., A« B is the result of logically ANDing the boolean
values A and B. When using single letter variable names, this text will drop the ¥ symbol; Therefore, AB also
represents the logical AND of the variables A and B (we will also call this the product of A and B).

The symbol + represents the logical OR operation ; e.g., A + B is the result of logically ORing the boolean
values A and B. (We will also call this the sum of A and B.)

Logical complement, negation, or not, is a unary operator. This text will use the (") symbol to denote logical
negation. For example, A’ denotes the logical NOT of A.

If several different operators appear in a single boolean expression, the result of the expression depends on
the precedence of the operators. We 1l use the following precedences (from highest to lowest) for the boolean
operators: parenthesis, logical NOT, logical AND, then logical OR. The logical AND and OR operators are /left
associative. If two operators with the same precedence are adjacent, you must evaluate them from left to right.
The logical NOT operation is right associative, although it would produce the same result using left or right asso-
ciativity since it is a unary operator.

We will also use the following set of postulates:
P1 Boolean algebra is closed under the AND, OR, and NOT operations.

P2 The identity element with respect to ¥ is one and + is zero. There is no identity element with respect to

logical NOT.

P3 The ¥ and + operators are commutative.

P4 ¥ and + are distributive with respect to one another. That is,A+(B+C)=(A«B)+(A+C)and A+ (B+C)=(A+B)
«(A+C).

P5 For every value A there exists a value A’ such that A-A’ = 0 and A+A’ = 1. This value is the logical comple-
ment (or NOT) of A.

P6 ¥ and + are both associative. That is, (A+B)+C = A«(B+C) and (A+B)+C = A+(B+C).

You can prove all other theorems in boolean algebra using these postulates. This text will not go into the for-
mal proofs of these theorems, however, it is a good idea to familiarize yourself with some important theorems in
boolean algebra. A sampling includes:
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Thl: A+A=A

Th2: A¥A=A

Th3: A+0=A

Thd: A¥1=A

Th5: A¥0=0

The: A+1=1

Th7: (A+B)=A¥B
Th8: (A¥B)=A +B
Th9: A+A¥B=A
Th10: A¥(A+B)=A
Thil: A+AB=A+B
Thi2: A¥(A+B)=AB
Thi3: AB+AB =A
Thl4: (A+B)¥(A +B)=A
Th1S: A+A=1

Th16: A¥A =0

Theorems seven and eight above are known as DeMorgan s Theorems after the mathematician who discov-
ered them.

The theorems above appear in pairs. Each pair (e.g., Th1 & Th2, Th3 & Th4, etc.) form a dual. An important
principle in the boolean algebra system is that of duality. Any valid expression you can create using the postu-
lates and theorems of boolean algebra remains valid if you interchange the operators and constants appearing in
the expression. Specifically, if you exchange the ¥ and + operators and swap the 0 and 1 values in an expression,
you will wind up with an expression that obeys all the rules of boolean algebra. This does not mean the dual
expression computes the same values, it only means that both expressions are legal in the boolean algebra sys-
tem. Therefore, this is an easy way to generate a second theorem for any fact you prove in the boolean algebra
system.

Although we will not be proving any theorems for the sake of boolean algebra in this text, we will use these
theorems to show that two boolean equations are identical. This is an important operation when attempting to
produce canonical representations of a boolean expression or when simplifying a boolean expression.

3.2 Boolean Functions and Truth Tables

A boolean expression is a sequence of zeros, ones, and /iterals separated by boolean operators. A literal is a
primed (negated) or unprimed variable name. For our purposes, all variable names will be a single alphabetic
character. A boolean function is a specific boolean expression; we will generally give boolean functions the
name F with a possible subscript. For example, consider the following boolean:

Fo = AB+C

This function computes the logical AND of A and B and then logically ORs this result with c. If A=1, B=0, and
c=1, then F, returns the value one (1¥0 + 1 =1).
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Another way to represent a boolean function is via a truth table. A previous chapter (see Logical Operations
on Bits on page 65) used truth tables to represent the AND and OR functions. Those truth tables took the forms:

Table 13: AND Truth Table

AND 0 1

= O
o O
= O

Table 14: OR Truth Table

OR 0 1

For binary operators and two input variables, this form of a truth table is very natural and convenient. How-
ever, reconsider the boolean function Fy above. That function has three input variables, not two. Therefore, one
cannot use the truth table format given above. Fortunately, it is still very easy to construct truth tables for three or
more variables. The following example shows one way to do this for functions of three or four variables:

BA
F=AB+C
00 01 10 11
0 0 0 0 1
C
1 1 1 1 1
BA
F=AB+CD
00 01 10 11
00 0 0 0 1
01 0 0 0 1
DC
10 0 0 0 1
11 1 1 1 1

In the truth tables above, the four columns represent the four possible combinations of zeros and ones for A & B
(B 1s the H.O. or leftmost bit, A is the L.O. or rightmost bit). Likewise the four rows in the second truth table
above represent the four possible combinations of zeros and ones for the C and D variables. As before, D is the
H.O. bit and c is the L.O. bit.

The following table shows another way to represent truth tables. This form has two advantages over the
forms above — it is easier to fill in the table and it provides a compact representation for two or more functions.
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C B A F=ABC F=AB+C F=A+BC
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 0 0
0 1 1 0 1 1
1 0 0 0 1 0
1 0 1 0 1 1
1 1 0 0 1 1
1 1 1 1 1 1

Note that the truth table a®provides the values for three separate functions of three variables.

Although you can create an infinite variety of boolean functions, they are not all unique. For example, F=A
and F=AA are two different functions. By theorem two, however, it is easy to show that these two functions are
equivalent, that is, they produce exactly the same outputs for all input combinations. If you fix the number of
input variables, there are a finite number of unique boolean functions possible. For example, there are only 16
unique boolean functions with two inputs and there are only 256 possible boolean functions of three input vari-

ables. Given n input variables, there are 2**(2") (two raised to the two raised to the nth power)1 unique boolean

functions of those » input values. For two input variables, 2%%(2%) = 2% or 16 different functions. With three input
variables there are 2**(23) =28 or 256 possible functions. Four input variables create 2**(24) or 216, or 65,536

different unique boolean functions.

When dealing with only 16 boolean functions, it s easy enough to name each function. The following table
lists the 16 possible boolean functions of two input variables along with some common names for those func-

tions:

Function #

Description

0

Zero or Clear. Always returns zero regardless of A and B input \
ues.

Logical NOR (NOT (A OR B)) = (A+B)’

Inhibition = AB’ (A, not B). Also equivalent to A>B or B < A.

NOT B. Ignores A and returns B’.

Inhibition = BA’ (B, not A). Also equivalent to B>A or A<B.

NOT A. Returns A’ and ignores B

Exclusive-or (XOR) = ALl B. Also equivalent to AB.

Logical NAND (NOT (A AND B)) = (A*B)’

O Nl | | W[N] P

Logical AND = A«B. Returns A AND B.

1. In this context, the operator ** means exponentiation.

al
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Function # Description

9 Equivalence = (A = B). Also known as exclusive-NOR (not exclu
sive-or).

10 Copy A. Returns the value of A and ignores B’s value.

11 Implication, B implies A, or A + B’. (if B then A). Also equivalent tp
B>=A.

12 Copy B. Returns the value of B and ignores A’s value.

13 Implication, A implies B, or B + A’ (if A then B). Also equivalent tp
A >=B.

14 Logical OR = A+B. Returns A OR B.

15 One or Set. Always returns one regardless of A and B input valyes.

Beyond two input variables there are too many functions to provide specific names. Therefore, we will refer
to the function s number rather than the function s name. For example, Fg denotes the logical AND of A and B for
a two-input function and F,, is the logical OR operation. Of course, the only problem is to determine a function s
number. For example, given the function of three variables F=AB+C, what is the corresponding function number?
This number is easy to compute by looking at the truth table for the function. If we treat the values for A, B, and C
as bits in a binary number with C being the H.O. bit and A being the L.O. bit, they produce the binary numbers in
the range zero through seven. Associated with each of these binary strings is a zero or one function result. If we
construct a binary value by placing the function result in the bit position specified by A, B, and c, the resulting
binary number is that function s number. Consider the truth table for F=AB+C:

CBA: 7 6 5 4 3 2 1 0
F=AB+C:1 1 1 1 1 0 0 0
If we treat the function values for F as a binary number, this produces the value F84 or 248,,. We will usually

denote function numbers in decimal.

This also provides the insight into why there are 2**2" different functions of n variables: if you have n input
variables, there are 2" bits in function s number. If you have m bits, there are 2™ different values. Therefore, for n
input variables there are m=2" possible bits and 2™ or 2**2" possible functions.

3.3  Algebraic Manipulation of Boolean Expressions

You can transform one boolean expression into an equivalent expression by applying the postulates and theo-
rems of boolean algebra. This is important if you want to convert a given expression to a canonical form (a stan-
dardized form) or if you want to minimize the number of literals (primed or unprimed variables) or terms in an
expression. Minimizing terms and expressions can be important because electrical circuits often consist of indi-
vidual components that implement each term or literal for a given expression. Minimizing the expression allows
the designer to use fewer electrical components and, therefore, can reduce the cost of the system.

Unfortunately, there are no fixed rules you can apply to optimize a given expression. Much like constructing
mathematical proofs, an individual s ability to easily do these transformations is usually a function of experience.
Nevertheless, a few examples can show the possibilities:

ab + ab’ + a’b a(btb’) + a'b By P4

= a*l + a’b By P5
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= a + ab By Th4
= a+b By Thll
(&b + &b + b )" = (& (btb) + b )’ By P4
= (a’"°*1l + b )’ By P5
= (a' + b)) By Th4
= ( (ab)" )’ By Th8
= ab By definition of not

b(atc) + ab’ + bc” + c= ba + bc + ab/ + bc” + cBy P4
= a(btb’) + b(c + ") + cBy P4
= a°*l + bel + cBy P5

a + b + cBy Th4

Although these examples all use algebraic transformations to simplify a boolean expression, we can also use
algebraic operations for other purposes. For example, the next section describes a canonical form for boolean
expressions. We can use algebraic manipulation to produce canonical forms even though the canonical forms are
rarely optimal.

3.4 Canonical Forms

Since there are a finite number of boolean functions of z input variables, yet an infinite number of possible
logic expressions you can construct with those n input values, clearly there are an infinite number of logic
expressions that are equivalent (i.e., they produce the same result given the same inputs). To help eliminate pos-
sible confusion, logic designers generally specify a boolean function using a canonical, or standardized, form.
For any given boolean function there exists a unique canonical form. This eliminates some confusion when deal-
ing with boolean functions.

Actually, there are several different canonical forms. We will discuss only two here and employ only the first
of the two. The first is the so-called sum of minterms and the second is the product of maxterms. Using the dual-
ity principle, it is very easy to convert between these two.

A term is a variable or a product (logical AND) of several different literals. For example, if you have two
variables, A and B, there are eight possible terms: A, B, A’, B', AB’, A'B, AB’, and AB. For three variables we have 26
different terms: A, B, C, A", B, C’, AB’, A'B, AB’, AB, A'C’, A'C, AC’, AC, B'C’, B'C, BC', BC, AB'C’, AB'C’, ABC’, ABC’, AB'C, AB'C,
A'BC, and ABC. As you can see, as the number of variables increases, the number of terms increases dramatically.
A minterm is a product containing exactly » literals. For example, the minterms for two variables are A'B’, AB’, A'B,
and AB. Likewise, the minterms for three variables A, B, and C are A'B'C’, AB'C’, ABC’, ABC’, AB'C, AB'C, ABC, and ABC.

In general, there are 2" minterms for n variables. The set of possible minterms is very easy to generate since they
correspond to the sequence of binary numbers:
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Binary Minterm
Equivalent

(CBA)
000 ABC
001 AB'C’
010 A'BC’
011 ABC’
100 ABC
101 AB'C
110 A'BC
111 ABC

We can specify any boolean function using a sum (logical OR) of minterms. Given F,,5=AB+C the equivalent
canonical form is ABC+A'BC+AB'C+A'B'C+ABC’. Algebraically, we can show that these two are equivalent as follows:
ABC+A’ BC+ABR’ C+A’ B’ C+ABC’ = BC(A+A’) + B/ C(A+A’) + ABC’' By P4

= BCel +B' Cel + ABC By Thl5

= C(B+B') + ABC By P4

= C + ABC By Thl5 & Th4
= C + AB By Thll

Obviously, the canonical form is not the optimal form. On the other hand, there is a big advantage to the sum of
minterms canonical form: it is very easy to generate the truth table for a function from this canonical form. Fur-
thermore, it is also very easy to generate the logic equation from the truth table.

To build the truth table from the canonical form, simply convert each minterm into a binary value by substi-
tuting a 1 for unprimed variables and a 0 for primed variables. Then place a 1 in the corresponding posi -
tion (specified by the binary minterm value) in the truth table:

1) Convert minterms to binary equivalents:
Fougs =CBA+CBA +CBA+CBA +CBA

=111+110+ 101 + 100+ 011

2) Substitute a one in the truth table for each entry above:
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F = AB+C

Rl FRP|PFRP|RP|O|lO|lO| OO
Rl Rr|lO|O|RrR|FRP|O| Ol T
Rrlo|lrRr|O|R|O|FR|O| >

Pl Rr|Rr| PR

Finally, put zeros in all the entries that you did not fill with ones in the first step above:

F = AB+C

RPlrRP|[FRP|FRP|O|]OC|O|O|O
R|lRr|lOoO|lO|FR|FR,|O|O|l T
Rrlo|lrRr|O|RFR|O|FR|O| >
R|lrRr|lFRr|FRP|PFR,|O| O

Going in the other direction, generating a logic function from a truth table, is almost as easy. First, locate all
the entries in the truth table with a one. In the table above, these are the last five entries. The number of table
entries containing ones determines the number of minterms in the canonical equation. To generate the individual
minterms, substitute A, B, or C for ones and A, B’, or C’ for zeros in the truth table above. Then compute the sum of
these items. In the example above, F,,g contains one for cBA= 111, 110, 101, 100, and 011. Therefore, F,,5 = CBA
+ CBA’ + CB'A + CB'A’ + C'AB. The first term, CBA, comes from the last entry in the table above. C, B, and A all contain
ones so we generate the minterm CBA (or ABC, if you prefer). The second to last entry contains 110 for CBA, so we
generate the minterm CBA'. Likewise, 101 produces cB'A; 100 produces cB'A, and 011 produces c'BA. Of course,
the logical OR and logical AND operations are both commutative, so we can rearrange the terms within the min-
terms as we please and we can rearrange the minterms within the sum as we see fit. This process works equally
well for any number of variables. Consider the function Fs350, = ABCD + ABCD + A'B'CD + A'B'C'D. Placing ones in the
appropriate positions in the truth table generates the following:
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F=ABCD + A'BCD + AB'CD +
AB'CD

O
@

Rlr|kr|lRr|[RrR|rPr|R|RrR|o|o|lo|]o|o|o|o] o

R|lr|kr|lRr|lo|lo|lo|lo|r|kr|RrR|r|o|lo|lo]| o

Rr|lr|lo|lo|r|r|lo|lo|r|r|lo|lo|r|rRr|o]|oO

r|lo|lr|lo|r|o|r|o|r|o|lrR|o|r|o|r]|oO
'—\

The remaining elements in this truth table all contain zero.

Perhaps the easiest way to generate the canonical form of a boolean function is to first generate the truth table
for that function and then build the canonical form from the truth table. We 1l use this technique, for example,
when converting between the two canonical forms this chapter presents. However, it is also a simple matter to
generate the sum of minterms form algebraically. By using the distributive law and theorem 15 (A + A’= 1) makes
this task easy. Consider F,,5 = AB + C. This function contains two terms, AB and C, but they are not minterms. Min-
terms contain each of the possible variables in a primed or unprimed form. We can convert the first term to a sum
of minterms as follows:

AB = AB « 1 By Th4
= AB + (C + C') By Th 15
= ABC + ABC By distributive law
= CBA + C'BA By associative law

Similarly, we can convert the second term in F,,g to a sum of minterms as follows:

C = C 1 By Th4
C s (A + 7)) By Thl5
= CA + C& By distributive law
= CA*l + CA «1 By Th4
= CA e« (B+ B ) + CA + (B + B")By Thlb
= CAB + CAB’ + CA'B + CA' B By distributive law
= CBA + CBA” + CB'A + CB A/ By associative law
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The last step (rearranging the terms) in these two conversions is optional. To obtain the final canonical form for
Foag We need only sum the results from these two conversions:
F,ig = (CBA + C'BA) + (CBA + CBA’ + CB'A + CB A7)
= CBA + CBA’ + CB'A + CB'A + C'BA

Another way to generate a canonical form is to use products of maxterms. A maxterm is the sum (logical OR)
of all input variables, primed or unprimed. For example, consider the following logic function G of three vari-
ables:

G = (A+B+C) + (X +B+C) + (A+B +C).

Like the sum of minterms form, there is exactly one product of maxterms for each possible logic function. Of
course, for every product of maxterms there is an equivalent sum of minterms form. In fact, the function G,
above, is equivalent to

Fus=CBA+CBA +CBA +CBA +CBA=AB +C.

Generating a truth table from the product of maxterms is no more difficult than building it from the sum of
minterms. You use the duality principle to accomplish this. Remember, the duality principle says to swap AND
for OR and zeros for ones (and vice versa). Therefore, to build the truth table, you would first swap primed and
non-primed literals. In G above, this would yield:

G=(A+B +C)¥(A+B +C)¥(A+B+C)

The next step is to swap the logical OR and logical AND operators. This produces
G=ABC +ABC +ABC

Finally, you need to swap all zeros and ones. This means that you store zeros into the truth table for each of
the above entries and then fill in the rest of the truth table with ones. This will place a zero in entries zero, one,
and two in the truth table. Filling the remaining entries with ones produces Fys.

You can easily convert between these two canonical forms by generating the truth table for one form and
working backwards from the truth table to produce the other form. For example, consider the function of two
variables, F; = A + B. The sum of minterms form is F; = AB + AB’ + AB. The truth table takes the form:

Table 15: F; (OR) Truth Table for Two Variables

F, A B

= = O O
= O B+ O
= = O O

Working backwards to get the product of maxterms, we locate all entries that have a zero result. This is the
entry with A and B equal to zero. This gives us the first step of G=A'B". However, we still need to invert all the vari-
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ables to obtain G=AB. By the duality principle we need to swap the logical OR and logical AND operators obtain-
ing G=A+B. This is the canonical product of maxterms form.

Since working with the product of maxterms is a little messier than working with sums of mintermes, this text
will generally use the sum of minterms form. Furthermore, the sum of minterms form is more common in bool-
ean logic work. However, you will encounter both forms when studying logic design.

3.5 Simplification of Boolean Functions

Since there are an infinite variety of boolean functions of n variables, but only a finite number of unique
boolean functions of those n variables, you might wonder if there is some method that will simplify a given bool-
ean function to produce the optimal form. Of course, you can always use algebraic transformations to produce
the optimal form, but using heuristics does not guarantee an optimal transformation. There are, however, two
methods that will reduce a given boolean function to its optimal form: the map method and the prime implicants
method. In this text we will only cover the mapping method, see any text on logic design for other methods.

Since for any logic function some optimal form must exist, you may wonder why we don t use the optimal
form for the canonical form. There are two reasons. First, there may be several optimal forms. They are not guar-
anteed to be unique. Second, it is easy to convert between the canonical and truth table forms.

Using the map method to optimize boolean functions is practical only for functions of two, three, or four

variables. With care, you can use it for functions of five or six variables, but the map method is cumbersome to

use at that point. For more than six variables, attempting map simplifications by hand would not be wise?.

The first step in using the map method is to build a two-dimensional truth table for the function (see Figure
3.1)

2. However, it s probably quite reasonable to write a program that uses the map method for seven or more variables.
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BA

A
0 1 00 01 11 10
0| BA B'A 0| CB'A'| CBA| C'AB| CBA
B C
1| BA' BA 1| CB'A'| CB'A| CAB| CBA'
Two Variable Truth Table Three Variable Truth Table
BA
00 01 11 10
00| D'C'B'A] D'C'BA| D'C'AB| D'C'BA
01| D'CB'A| D'CBA| D'CAB| D'CBA'
DC
11| DCB'A'| DCBA| DCAB | DCBA'
10| DC'B'A| DC'BA| DC'AB| DC'BA'
Four Variable Truth Table
Figure 3.1 Two, Three, and Four Dimensional Truth Tables

Warning: Take a careful look at these truth tables. They do not use the same forms appearing earlier in this
chapter. In particular, the progression of the values is 00, 01, 11, 10, not 00, 01, 10, 11. This is very important! If
you organize the truth tables in a binary sequence, the mapping optimization method will not work properly. We
will call this a fruth map to distinguish it from the standard truth table.

Assuming your boolean function is in canonical form (sum of minterms), insert ones for each of the truth
map entries corresponding to a minterm in the function. Place zeros everywhere else. For example, consider the
function of three variables F=C'B'A + C'BA' + C'BA + CB'A’ + CB'A + CBA’ + CBA. Figure 3.2 shows the truth map for this

function.
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BA
00 01 11 10

F=C'B'A + C'BA’+ C'BA+ CB'A’+ CB’A + CBA’ + CBA.

Figure 3.2 A Simple Truth Map

The next step is to draw rectangles around rectangular groups of ones. The rectangles you enclose must have
sides whose lengths are powers of two. For functions of three variables, the rectangles can have sides whose
lengths are one, two, and four. The set of rectangles you draw must surround all cells containing ones in the truth
map. The trick is to draw all possible rectangles unless a rectangle would be completely enclosed within another.
Note that the rectangles may overlap if one does not enclose the other. In the truth map in Figure 3.3 there are
three such rectangles (see Figure 3.3)

Three possible rectangles whose lengths
and widths are powers of two.

Figure 3.3 Surrounding Rectangular Groups of Ones in a Truth Map

Each rectangle represents a term in the simplified boolean function. Therefore, the simplified boolean func-
tion will contain only three terms. You build each term using the process of elimination. You eliminate any vari-
ables whose primed and unprimed form both appear within the rectangle. Consider the long skinny rectangle
above that is sitting in the row where c=1. This rectangle contains both A and B in primed and unprimed form.
Therefore, we can eliminate A and B from the term. Since the rectangle sits in the c=1 region, this rectangle rep-
resents the single literal C.

Now consider the blue square above. This rectangle includes c, C’, B, B'and A. Therefore, it represents the sin-
gle term A. Likewise, the red square above contains C, C', A, A’and B. Therefore, it represents the single term B.

The final, optimal, function is the sum (logical OR) of the terms represented by the three squares. Therefore,
F=A+B+C. You do not have to consider the remaining squares containing zeros.

When enclosing groups of ones in the truth map, you must consider the fact that a truth map forms a torus
(i.e., a doughnut shape). The right edge of the map wraps around to the left edge (and vice-versa). Likewise, the
top edge wraps around to the bottom edge. This introduces additional possibilities when surrounding groups of
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ones in a map. Consider the boolean function F=C'B'A’ + C'BA’ + CB'A’ + CBA'. Figure 3.4 shows the truth map for this
function.

BA
00 01 11 10

F=C"B’A’+ C'BA'+ CB'A’+ CBA'"

Figure 3.4 Truth Map for F=C'B’A’ + C'BA’ + CB'A’ + CBA’

At first glance, you would think that there are two possible rectangles Heries 3.5shows.

1 C C 1
C
1 C C 1
Figure 3.5 First Attempt at Surrounding Rectangles Formed by Ones

However, because the truth map is a continuous object with the right side and left sides connected, we can form a sin
square rectangle, &gure 3.6shows.

BA
00 01 11 10
<C 1 C C 1 >
C
1 1 C C 1
< >
Figure 3.6 Correct Rectangle for the Function

So whatWhy do we care if we ha one rectangle or twin the truth mapThe answer is because thegkr the rectan
gles are, the more terms yheill eliminate. The faver rectangles that we Vg, the fever terms will appear in thenfal boolean
function. For example, the formen@mple with tvo rectangles generates a function witl terms.The frst rectangle (on the
left) eliminates theC variable, leaing A’'B’ as its termThe second rectangle, on the right, also eliminates taiable, les-
ing the ternBA'. Therefore, this truth mapould produce the equati¢ixA'B’ + A’'B. We knaw this is not optimal, se€h 13.
Now consider the second truth map eboHere we hze a single rectangle so our boolean function will onlyeha single
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term. Olviously this is more optimal than an equation witlo t@rms. Since this rectangle includes bot#ndC’ and alsB
andB’, the only term left ig\. This boolean function, therefore, reducef+a..

There are only te cases that the truth map method cannot handle properly: a truth map that contains all zeros or a trt
map that contains all oneBhese tw cases correspond to the boolean functierisandF=1 (that is, the function number is
2"™1), respectiely. These functions are easy to generate by inspection of the truth map.

An important thing you mustdep in mind when optimizing boolean functions using the mapping method is that you
always vant to pick the lagest rectangles whose sidesigths are a peer of two. You must do thiswen for oserlapping rect
angles (unless one rectangle encloses another). Consider the boolean funci@®n' + C'BA' + CB'A' + CAB + CBA' +
CBA. This produces the truth map appearingigure 3.7

BA
00 01 11 10
0 1 0 1 1

C
1 1 0 1 1

Figure 3.7 Truth Map for F = C'B'A'+ C'BA'+ CB'A' + C'AB + CBA' + CBA

The initial temptation is to create one of the sets of rectangles foukidure 3.8 However, the correct mapping appears in

Figure 3.9
BA BA
00 01 11 10 00 01 11 10
- >
01 0 1 1 0l 1 0 1 1
C C
1{11 0 1 1 1 1 0 1 1
- >
Figure 3.8 Obvious Choices for Rectangles
BA
00 01 11 10
- —
0 1 0 1
C
1 1 0 1
- —

Figure 3.9 Correct Set of Rectangles for F = C'B'A' + C'BA'+ CB'A' + C'AB + CBA' + CBA

All three mappings will produce a boolean function witlo terms. However, the first two will produce the expressierns
+ A'B' andF = AB + A'. The third form produceb = B + A'. Obviously, this last form is better optimized than the other two
forms (see theorems 11 and 12).
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For functions of threeariables, the size of the rectangle determines the number of terms it represents:

e Arectangle enclosing a single square represents a minterm. The associated term will have three literals (assum
ing we're working with functions of three variables).

e A rectangle surrounding two squares containing ones represents a term containing two literals.

e Arectangle surrounding four squares containing ones represents a term containing a single literal.

e A rectangle surrounding eight squares represents the function F = 1.

Truth maps you create for functions of four variables are even trickier. This is because there are lots of places rectang
can hide from you along the edges. Figure 3.10 shows some possible places rectangles can hide.

00 01 11 10 00 01 11 10 00 01 11 10 00 01 11 10

| 00
01
11

10

00 01 11 10 00 01 11 10 00 01 11 10 00 01 11 10
00 | | oo
01
11
10

00 01 11 10 00 01 11 10

10

00 01 11 10 00 01 11 10 00 01 11 10 00 01 11 10

00 01 11 10 00 01 11 10 00 01 11 10 00 01 11 10
00 e
01 G ol
11 T n
10 10
00 01 11 10 00 01 11 10
00
01
11
10 10
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Figure 3.10 Partial Pattern List for 4x4 Truth Map

This list of patterns doedréven bein to caver all of them! Br example, these diagrams shaone of the 1x2 rectangles.
You must gercise care whenavking with four \ariable maps to ensure you select thgdat possible rectangles, especially
when woerlap occursThis is particularly important with you ta a rectangle m¢to an edge of the truth map.

As with functions of threeariables, the size of the rectangle in a faaniable truth map controls the number of terms it
represents:

e Arectangle enclosing a single square represents a minterm. The associated term will have four literals.
e A rectangle surrounding two squares containing ones represents a term containing three literals.

e A rectangle surrounding four squares containing ones represents a term containing two literals.

e A rectangle surrounding eight squares containing ones represents a term containing a single literal.

e A rectangle surrounding sixteen squares represents the function F=1.

This last example demonstrates an optimization of a function containing four variables. The furfctioD’GB'A’ +
D'C'B'A+ D'C'BA+ D'C'BA’+ D')CB’'A + D'CBA + DCB’A + DCBA + DC'B'A’ + DC'BA’, the truth map appearshigure 3.11

BA
00 01 11 10

Figure 3.11 Truth Map for F =D'C'B'A’+ D'C'B'A + D'C'BA + D'C'BA’+ D'CB’A + D'CBA + DCB’'A + DCBA + DC'B'A’ +
DC'BA

Here are tw possible sets of maximal rectangles for this function, each producing three terfrigisee.12. Both
functions are equalent; both are as optimal as you carf.géither will sufice for our purposes.

Figure 3.12 Two Combinations of Surrounded Values Yielding Three Terms

First, lets consider the term represented by the rectangle formed by the four cbnierectangle contair B’, D, and
D’; so we can eliminate those terfihe remaining terms contained within these rectangleS’ amdA’, so this rectangle rep
resents the ter@A’.

3. Remember, there is no guarantee that there is a unique optimal solution.
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The second rectangle, common to both magsgare 3.12is the rectangle formed by the middle four squarbis rect
angle includes the terms B, B’, C, D, andD’. EliminatingB, B’, D, andD’ (since both primed and unprimed termssg, we
obtainCA as the term for this rectangle.

The map on the left iRigure 3.12has a third term represented by the tap fichis term includes theaviablesa, A, B, B’,
C’ andD'. Since it containg, A’, B, andB’, we can eliminate these termisis leaves the ternC’D’. Therefore, the function
represented by the map on the left3€’A" + CA+ C'D'.

The map on the right iRigure 3.12has a third term represented by the top/middle four squehsstectangle subsumes
the \ariablesA, B, B’, C, C’, andD’. We can eliminaté&, B’, C, andC’ since both primed and unprimedrsions appeathis
leaves the ternAD. Therefore, the function represented by the function on the righttg + CA + AD'.

Since both gpressions are equlent, contain the same number of terms, and the same number of operators, either form |
equivalent. Unless there is another reason for choosingmrelee otheryou can use either form.

3.6

What Does This Have To Do With Computers, Anyway?

Although there is a tenuous relationship between boolean functions and boglezssiens in programming languages
like C or Rscal, it is &ir to wonder wly we're spending so much time on this materialwieeer, the relationship between
boolean logic and computer systems is much stronger thest éffipearsThere is a one-to-one relationship between boolean
functions and electronic circuits. Electrical engineers who design CPUs and other computer related circuits need to be i
mately amiliar with this stuft Even if you neer intend to design youmm electronic circuits, understanding this relationship
is important if you vant to mak the most of ancomputer system.

3.6.1

Correspondence Between Electronic Circuits and Boolean Functions

There is a one-to-one correspondence between an electrical circuits and boolean functayddolean function you
can design an electronic circuit and viegsa. Since boolean functions only requireAN®, OR, and N boolean opera
tors’, we can construct grelectronic circuit using these operatiomslasively. The boolearAND, OR, and NQ functions
correspond to the foleing electronic circuits, th&ND, OR, and inerter (NO) gates (se€&igure 3.13.

A —] A
A and B AorB A A
B — B

Figure 3.13 AND, OR, and Inverter (NOT) Gates

One interestingdct is that you only need a singlatg type to implemerany electronic circuitThis gate is theNAND
gate, shwn in Figure 3.14

4. We know this is true because these are the only operators that appear within canonical forms.
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A —
} not (A and B)
B —

Figure 3.14 The NAND Gate

To prove that we can construct any boolean function using only NAND gates, we need only show how to build an invert
(NOT), an AND gate, and an OR gate from a NAND (since we can create any boolean function using only AND, NOT, ar
OR). Building an inverter is easy, just connect the two inputs togethefi(gee 3.15.

A@A.

Figure 3.15 Inverter Built from a NAND Gate

Once we cantdld an irverter building anAND gate is easy — justwirt the output of a AND gate.After all, NOT (NOT
(A AND B)) is equvalent toA AND B (seeFigure 3.16. Of course, this tas two NAND gates to construct a singh\ND
gate, lut no one said that circuits constructed only witkND gates vould be optimal, only that it is possible.

A
A and B
B

Figure 3.16 Constructing an AND Gate From Two NAND Gates

The remaining gte we need to synthesize is the logical-@Re Ve can easily construct an ORtg from MND gates
by applying DeMagan’s theorems.

(Aor B’ = A and B DeMorgan’ s Theorem
Aor B = (A and B)’ Invert both sides of the equation.
Aor B = A nand B Definition of NAND operation.

By applying these transformations, you get the circutigure 3.17

AorB

Figure 3.17 Constructing an OR Gate from NAND Gates

Now you might be wndering wly we would even bother with thisAfter all, why not just use logicaAND, OR, and
inverter cates directlyThere are tw reasons for this. First, AND gates are generally lesspensve to huild than other gtes.
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Second, it is also much easier tolth up comple integrated circuits from the same basiglting blocks than it is to construct
an intgrated circuit using diérent basic gtes.

Note, by the &y, that it is possible to constructyalvgic circuit using only NOR @fesS. The correspondence between
NAND and NOR logic is orthogonal to the correspondence between dheatvonical forms appearing in this chapter (sum of
minterms vs. product of maxterm$Yyhile NOR logic is useful for mancircuits, most electronic designs us&N\D logic.

3.6.2 Combinatorial Circuits

A combinatorial circuit is a system containing basic boolean operations (AND, OR, Bline inputs, and a set of out
puts. Since each output corresponds to awiithaial logic function, a combinatorial circuit often implementgesal diferent
boolean functions. It isary important that you remember théef — each output represents dedént boolean function.

A computers CPU is hilt up from arious combinatorial circuits.of example, you can implement an addition circuit
using boolean functions. Suppose youehtno one-bit numbersd andB. You can produce the one-bit sum and the one-bit
carry of this addition using the tnboolean functions:

S = AB +AB Sum of A and B.

C = AB Carry fromaddition of A and B.

These tw boolean functions implementhalf-adder Electrical engineers call it a half adder because it adddiis
together bt cannot add in a carry from a pi@us operationA full adderadds three one-bit inputs @vbits plus a carry from
a previous addition) and producesdwutputs: the sum and the caiffie two logic equations for a full adder are

S = ABGp,+ABG, +ABG, + ABG,

Gout = AB+ AGp, + BG,

Although these logic equations only produce a single bit result (ignoring the carry), it is easy to construct an n-bibsum by ¢
bining adder circuits (sdeigure 3.18. So, as this example clearly illustrates, we can use logic functions to implement arith
metic and boolean operations.
Ao —Harf So
A — Full ——S1
B, __| Adder
1 Carry
Ao — Full So
B, — Adder L Carry
Figure 3.18 Building an N-Bit Adder Using Half and Full Adders

Another common combinatorial circuit is tiseven-sgment decodeiThis is a combinatorial circuit that accepts four
inputs and determines which of thegs®nts on a sen-sgment LED display should be on (logic one) dfr (tdgic zero).
Since a seen sgment display containsgen output alues (one for each@ment), there will be sen logic functions assaci

5. NOR is NOT (A OR B).
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ated with the display (genent zero through gment six). Se€igure 3.1%or the sgment assignments:igure 3.20shows the
sggment assignments for each of the ten deciralaies.

So
S1 S3
S
s s
4| sg | 6

Figure 3.19 Seven Segment Display

Figure 3.20 Seven Segment Values for “0” Through “9”

The four inputs to each of theseree boolean functions are the four bits from a binary number in the range OD%béd. et
the H.O. hit of this number amdbe the L.O. bit of this numbeEach logic function should produce a ongysent on) for a
given input if that particular genent should be illuminated oF exampleS, (segment four) should be on for binarglues
0000, 0010, 0110, and 100Grreach alue that illuminates a gment, you will hae one minterm in the logic equation:

S, =DCBA +DCBA +DCBA + DCBA.

Sy, as a secondkample, is on for &lues zero, tw, three, fie, six, seen, eight, and nindherefore, the logic function for
Spis
S =DCBA +DCBA +DCBA+D®BA+DM®BA +D®BA+DCBA +DCBA

You can generate the other five logic functions in a similar fashion.

Decoder circuits are among the more important circuits in computer system design. They provide the ability to recogni
(or ‘decode’) a string of bits. One very common use for a decoder is memory expansion. For example, suppose a Sys
designer wishes to install four (identical) 256 MByte memory modules in a system to bring the total to one gigabyte of RAN
These 256 MByte memory modules have 28 address lineé\¢h) assuming each memory module is eight bits wi8§>(23
bits is 256 MByteﬁ Unfortunately if the system designer haeadk up those four memory modules to the GPadidressus
they would all respond to the same addresses onuke Bandemonium wuld result. To correct this problem, we need to
select each memory module when dedént set of addresses appear on the addusssBy adding a chip enable line to each
of the memory modules and using atimput, fouroutput decoder circuit, we can easily do this. Bigere 3.21for the
details.

6. Actually, most memory modules are wider than eight bits, so a real 256 MByte memory module will have fewer than 28
address lines, but we will ignore this technicality in this example.
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Chip Select Lines

el

Two to Fou
Decoder\

Arg—
A29— \

Address Line
Ao--A27 nnnoonnnnnnnnnnnannAnnANNANL

Figure 3.21 Adding Four 256 MByte Memory Modules to a System

The two-line to fourline decoder circuit ifrigure 3.21actually incorporates four dérent logic functions, one function
for each of the outputsAssume the inputs afeandB (A=A,g andB=A,g) then the four output functions\ethe follaving
(simple) equations:

Q=A B
Q=AB
Q=AB
Q =AB

Following standard electronic circuit notation, these equations use “Q” to denote an output (electronic designers use “Q”
output rather than “O” because “Q” looks somewhat like an “O” and is more easily differentiated from zero). Also note thg
most circuit designers usetive low logicfor decoders and chip enables. This means that they enable a circuit with a low
input value (zero) and disable the circuit with a high input value (one). Likewise, the output lines of a decoder chip are n
mally high and go low when the inputs select a given output line. This means that the equations above really need to
inverted for real-world examples. We’ll ignore this issue here and use positive (or active hidh) logic

Another big use for decoding circuits is to decode a byte in memory that represents a machine instruction in order to a
vate the corresponding circuitry to perform whatetasks the instruction requireg/e’ll cover this subject in much greater
depth in a later chaptemt a simple gample at this point will pndde another solidxample for using decoders.

Most modern (dn Neumann) computer systems represent machine instructionalwés vn memory To execute an
instruction the CPU fetches alue from memorydecodes thatalue, and the does the appropriatevigtithe instruction
specifes. OMiously, the CPU uses decoding circuitry to decode the instrucfiorsee hw this is done, le$ create asry
simple CPU with aery simple instruction setrigure 3.22orovides the instruction format (that is, it spessfiall the numeric
codes) for our simple CPU.

7. Electronic circuits often use active low logic because the circuits that employ them typically require fewer transistors to
implement.

Page 225



Instruction (opcode) Format:

Bit: 7 6 5 4 3 2 1 0

0 i | [ S S d d
iii ss & dd

000 = MOV 00 = EAX

001 = ADD 0l= EBX

010 = SUB 10= ECX

011 = MUL 11= EDX

100 = DIV

101 = AND

110 = OR

111 = XOR

Figure 3.22 Instruction (opcode) Format for a Very Simple CPU

To determine the eight-bit operation code (opcode) fovengnstruction, the ft thing you do is choose the instruction
you want to encode. Let’pick “MOV( EAX, EBX);” as our simple xample. To corvert this instruction to its numeric eguli
alent we must fst look up the &lue for MOV in theiii table abwe; the correspondingalue is 000.Therefore, we must substi
tute 00O foriii in the opcode byte.

Second, we consider our source operafige source operand is EAX, whose encoding in the source operandsable (
dd) is 00. Therefore, we substitute 00 feg in the instruction opcode.

Next, we need to carert the destination operand to its numeric egjent. Once agjn, we look up thealue for this
operand in thes & dd table. The destination operand is EBX and italue is 01. So we substitute 01 tafin our opcode
byte. Assembling these threefis into the opcode byte (a padkdata type), we obtain the fallmg bit value: %00000001.
Therefore, the numerialue $1 is thealue for the “M/( EAX, EBX);” instruction (sed-igure 3.23.
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iii ss & dd

000 = MOV 00= EAX
01= EBX
10= ECX
11 = EDX

Figure 3.23 Encoding the MOV( EAX, EBX); Instruction

As another gample, consider theAND( EDX, ECX);” instruction. Br this instruction théi field is %101, thes field is
%211, and theld field is %210.This yields the opcode %01011110 or $%B6u may easily create other opcodes for our simple
instruction set using this same technique.

Warning: please do not come to the conclusion that these encodings apply to the 80x86 instruction set. The
encodings in this examples are highly simplified in order to demonstrate instruction decoding. They do not
correspond to any real-life CPU, and they especially don’t apply to the x86 family.

In these past few examples we were actuatigodingthe instructions. Of course, the real purpose of tkescise is to
discover hav the CPU can use a decoder circuit to decode these instructionsegntbethem at run timeA typical set of
decoder circuits for this might look &kthat inFigure 3.24
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A Qo —EAX

B Q1 —EBX
_ Q2 —ECX

2line Q3 |—EDX

to

4 line

decode

See Not

I I

A Qo— Circuitry to do a MOV
B Q1— Circuitry to do an ADD
C Q2— Circuitry to do a SUB

Qz— Circuitry to do a MUL
Qa— Circuitry to do a DIV

? line o5l Circuitry to do an AND
80I' Qs— Circuitry to do an OR

IN€  Q;t— Circuitry to do an XOR
decode

Note: the circuitry attached to the destination register bits is identical
to the circuitry for the source register bits.

Figure 3.24 Decoding Simple Machine Instructions

Notice hav this circuit uses three separate decoders to decode thieliradiifields of the opcodeThis is much less com
plex than creating a sen-line to 128-line decoder to decode eachviddal opcode. Of course, all that the circuit\abuwvill
do is tell you which instruction and what operandsvargopcode specés. To actually &ecute this instruction you must sup
ply additional circuitry to select the source and destination operands from an armgigtefseand act accordingly upon those
operands. Such circuitry isymnd the scope of this chaptso well save the juiy details for later

Combinatorial circuits are the basis for maomponents of a basic computer systéou can construct circuits for addi
tion, subtraction, comparison, multiplicationyidion, and may other operations using combinatorial logic.

3.6.3

Sequential and Clocked Logic

One major problem with combinatorial logic is that itiemorylessin theory all logic function outputs depend only on
the current inputsAny change in the inputalues is immediately reftted in the outputsUnfortunately computers need the
ability toremembethe results of past computationiis is the domain of sequential or cledkogic.
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A memory cells an electronic circuit that remembers an in@ltie after the remal of that input alue.The most basic
memory unit is theet/leset fp-flop.You can construct a8R fip-flop using two NAND gates, as shan in Figure 3.25

D
B

Figure 3.25 Set/Reset Flip Flop Constructed from NAND Gates

ThesS andR inputs are normally high. If yotempoarily set theS input to zero and then bring it back to otaggle theS
input), this forces th@ output to one. Likwise, if you toggle th& input from one to zero back to one, this setsQlotput
to zero.TheQ' input is generally the uerse of theQ output.

Note that if boths andR are one, then th@ output depends updd. That is, whateer Q happens to be, the topAND
gate continues to output thadlue. IfQ was originally one, then there areotwnes as inputs to the bottonp4ilop @ nand
R). This produces an output of zei@). Therefore, the tev inputs to the top AND gate are zero and onghis produces the
value one as an output (matching the origirdli® forQ).

If the original \alue forQ was zero, then the inputs to the bottomNND gate areQ=0 andR=1. Therefore, the output of
this NAND gate is oneThe inputs to the top AND gate, therefore, ar@=1 andQ'=1. This produces a zero output, the origi
nal value ofQ.

Suppose) is zero,S is zero andR is one.This sets the twinputs to the topifi-flop to one and zero, forcing the output
(Q) to one. Returning to the high state does not change the output &allcan obtain this same resulQiis one,S is zero,
andR is one.Again, this produces an outputlue of oneThis value remains oneven whenS switches from zero to one.
Therefore, toggling ths input from one to zero and then back to one produces a one on the outagtéilee, fip-flop). The
same idea applies to tReinput, except it forces th€ output to zero rather than to one.

There is one catch to this circuit. It does not operate properly if you set bahatitR inputs to zero simultaneously
This forces both th@ andQ’ outputs to one (which is logically inconsisteithichever input remains zero the longest deter
mines the fial state of theifp-flop. A flip-flop operating in this mode is said tolestable

The only problem with the S/Rigtlop is that you must use separate inputs to remember a zero oraumA memory
cell would be more aluable to us if we could specify the datdue to remember on one input andvide aclodk inputto
latch the input alue.This type of fip-flop, the D fip-flop (fordata) uses the circuit iffigure 3.26

8. In practice, there is a short propagation delay between a change in the inputs and the corresponding outputs in any elec-
tronic implementation of a boolean function.
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ol DL

Figure 3.26 Implementing a D flip-flop with NAND Gates

Assuming you fi theQ andQ’ outputs to either 0/1 or 1/0, sendinglack pulsehat goes from zero to one back to zero will

copy theD input to theQ output. It will also cop D’ to Q’. The exercises at the end of this topic section will expect you to
describe this operation in detail, so study this diagram carefully.

Although remembering a single bit is often important, in most computer systems you will want to remember a group
bits. You can remember a sequence of bits by combining several D flip-flops in parallel. Concatenating flip-flops to store an

bit value forms aegister The electronic schematic figure 3.27%havs hav to kuild an eight-bit rgister from a set of Dif-
flops.

Clk

Figure 3.27 An Eight-bit Register Implemented with Eight D Flip-flops

Note that the eight Difi-flops use a common clock line. This diagram does not sho@ theputs on theifp-flops since they
are rarely required in a register.

D flip-flops are useful for building many sequential circuits above and beyond simple registers. For example, you c:

build a shift registerthat shifts the bits one position to the left on each clock pal§sur-bit shift register appears iRigure
3.28
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Clk

Data In
D CIk D Clk D CIk D CIk
Q Q' Q Q Q
| | |
| I
Qo Q1 Q2 Q3

Figure 3.28 A Four-bit Shift Register Built from D Flip-flops

You can gen huild acounter that counts the number of times the clock toggles from one to zero and back to one using
flip-flops.The circuit inFigure 3.29mplements a four bit counter using pfflops.

Clk

[ ] ] ]
D Clk D Clk D Clk D Clk
—ol|| L] Lo |L s
I I |
Qo' Q1' Q2 Q3

Figure 3.29 Four-bit Counter Built from D Flip-flops

Surprisingly you can hild an entire CPU with combinatorial circuits and onlywa &lditional sequential circuits yend
these. Br example, you canuild a simple state machine kmo as a sequencer by combining a counter and a decoder as
shavn in Figure 3.30 For each gcle of the clock this sequencer aates one of its output lines’hose lines, in turn, may
control other circuitry By “firing” these circuits on each of the 16 output lines of the decadecan control the order in
which these 16 diérent circuits accomplish their task$his is a fundamental need in a CPU since we often need to control
the sequence ofwious operations (forxample, it vouldn't be a good thing if theADD( EAX, EBX);” instruction stored the
result into EBX before fetching the source operand from EAX (or EBX§imple sequencer such as this one can tell the CPU
when to fetch the fst operand, when to fetch the second operand, when to add them togredhethen to store the result
away. But wete getting a little ahead of ourseb; well discuss this in greater detail in a later chapter
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4lne  Qp State 0
to
16-ine Q1 State 1
Decoder
Four-bit Q2 State 2
Counter Q3 State 3
Qo A
Q1 B .
Q2 C Q14 State 14
——Clk Q3 D Q15 State 15

Figure 3.30 A Simple 16-State Sequencer

3.7

Okay, What Does It Have To Do With Programming, Then?

Once you hee rajisters, counters, and shifgisters, you canuild state mahines.The implementation of an algorithm
in hardware using state machines is wellybed the scope of thisxe However, one important point must be made with
respect to such circuitry any algorithm you can implement in softeaou can also implement éatly in hadware. This
suggests that boolean logic is the basis for computation on all modern computer gysygunsgram you can write, you can
specify as a sequence of boolean equations.

Of course, it is much easier to specify a solution to a programming problem using langeaBeschk C, orvwen assem
bly language than it is to specify the solution using boolean equalioaiefore, it is unlikly that you wuld eser implement
an entire program using a set of state machines and other logic cifdeiteytheless, there are times when a haréwmple
mentation is betteA hardware solution can be one,dwthree, or morerders of m@nitudefaster than an equilent softvare
solution.Therefore, some time critical operations may require a teaedsolution.

A more interestingdct is that the caerse of the ab@ statement is also true. Not only can you implement all aodtw
functions in hardware, hut it is also possible tonplement all hastware functions in softwar This is an important xelation
because manoperations you wuld normally implement in hardwe aremud cheaperto implement using softare on a
microprocessonndeed, this is a primary use agsembly languge in modern systems — to ixgensvely replace a compte
electronic circuit. It is often possible to replace yngans or hundreds of dollars of electronic components with a single $5
microcomputer chiprhe whole feld ofembedded systerdsals with this gry problem. Embedded systems are computer sys
tems embedded in other productsr Example, most micrwave ovens,TV sets, video gmes, CD players, and other eon
sumer deices contain one or more complete computer systems whose sole purpose is to replacexénacamale design.
Engineers use computers for this purpose becaugatbkess epensiveandeasier to design witthan traditional electronic
circuitry.

You can easily design sofane that reads switches (inpariables) and turns on motors, LEDs or lights, locks or unlocks
a door etc. (output functionsYo write such softare, you will need an understanding of boolean functions amddimnple
ment such functions in sofewe.

Of course, there is one other reason for studying boolean functiensif gou neer intend to write softare intended for
an embedded system or write safte that manipulates realbwd desices. Mawy high level languages process boolean
expressions (e.g., thosgmressions that control an IF statementHILE loop). By applying transformations kDeMokr
gan’s theorems or a mapping optimization it is often possible to wepite performance of highviel language coddhere
fore, studying boolean functions important @en if you neer intend to design an electronic circuit. It can help you write
better code in a traditional programming language.

For example, suppose you Vethe follaving statement in&scal:
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if ((x=y) and (a <> b)) or ((x=y) and (c <= d)) then SoneStnt;

You can use the distributive law to simplify this to:
if ((x=y) and ((a <> hb) or (c <=d)) then SoneStnt;

Likewise, we can use DeMorgan’s theorem to reduce
while (not((a=b) and (c=d)) do Sonet hi ng,

to
while (a <> b) or (¢ <> d) do Sonething;

So as you can see, understanding a little boolean algebra can actually help you write bedter. softw

3.8

Putting It All Together

A good understanding of boolean algebra and digital design is absolutely necessaygriervamo vants to understand
the internal operation of a CPWs an added bonus, programmers who understand digital design can write better assembl
language (and highvel language) programd-his chapter prades a basic introduction to boolean algebra and digital circuit
design. Although a detailed knaledge of this material ishhecessary if you simply ant to write assembly language pro
grams, this knwledge will help &plain why Intel chose to implement instructions in certaiayg; questions that will
undoubtedly arise as wedir to look at the lav-level implementation of the CPU.

This chapter is not, by grmeans, a complete treatment of this subject. Ifrganterested in learning more about bool
ean algebra and digital circuit design, there are dozens and dozerts aint¢his subjectvailable. Since this is axteon
assembly language programming, we canrfotéto spend additional time on this subject; please see one of thesexdther te
for more information.
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