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Data Representation Chapter Three

A major stumbling block manbeginners encounter when attempting to learn assembly language is the
common use of theinary anchexadecimal numbering systems. Maorogrammers think that kadecimal
(or hect) numbers represent absolute proof that Gagmnimtended ayone to vork in assembly language.
While it is true that headecimal numbers are a little féifent from what you may be used to, theiradv
tages outweigh their disagntages by a lge magin. Nevertheless, understanding these numbering systems
is important because their use simpkfiother completopics including boolean algebra and logic design,
signed numeric representation, character codes, andgdeka.

3.1 Chapter Overview

This chapter discusses/seal important concepts including the binary andbldecimal numbering sys
tems, binary data ganization (bits, nibbles, bytespwds, and double ovds), signed and unsigned number
ing systems, arithmetic, logical, shift, and rotate operations on biahrgsy bit #lds and paad dataThis
is basic material and the remainder of thig tlepends upon your understanding of these concepts. If you
are alreadydmiliar with these terms from other courses or stydy should at least skim this material
before proceeding to the xtechapterIf you are urdmiliar with this material, or onlyaguely fimiliar with
it, you should study it carefully before proceediAdi.of the material in this ltapter is importantDo not
skip over ary material. In addition to the basic material, this chapter also introduces sanit_Aestate
ments and HLA Standard Library routines.

3.2 Numbering Systems

Most modern computer systems do not represent nunedues/using the decimal system. Instead; the
typically use a binary or ts complement numbering systefie. understand the limitations of computer
arithmetic, you must understanddoomputers represent numbers.

3.2.1 A Review of the Decimal System

You've been using thdecimal (base 10) numbering system for so long that you probalelyittéke
granted.When you see a number dik123”, you dont think about the alue 123; ratheryou generate a
mental image of he mary items this alue represents. In realityonvever, the number 123 represents:

1¥10%2 + 2 * 101 + 3*100°
or
100+20+3

In the positional numbering system, each digit appearing to the left of the decimal point represents a
value between zero and nine times an increasimgepof ten. Digits appearing to the right of the decimal
point represent aalue between zero and nine times an increasiggtiie paver of ten. Br example, the
value 123.456 means:

1¥10%2 + 2¢10' + 3*10° + 4101 + 5102 + 6*10°3
or
100 + 20 + 3 + 0.4 + 0.05 + 0.006

1. Hexadecimal is often abbreviatechaxeven though, technically speaking, hex means base six, not base sixteen.
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3.2.2

Pageb4

The Binary Numbering System

Most modern computer systems (including PCs) operate using binaryTogicomputer represents
values using te voltage leels (usually Ov and +2.4..5u\ith two such lgels we can representactly two
different \alues.These could be gntwo different \alues, it they typically represent thealues zero and
one.These tw values, coincidentallycorrespond to the twdigits used by the binary numbering system.
Since there is a correspondence between the logitslaesed by the 80x86 and theotdigits used in the
binary numbering system, it should come as no surprise that the PG/etgdinary numbering system.

The binary numbering systemovks just like the decimal numbering system, withotwxceptions:
binary only allavs the digits O and 1 (rather than 0-9), and binary ussersaf two rather than peers of
ten.Therefore, it is @ry easy to corert a binary number to decimabiFeach “1” in the binary string, add in
2" where “n” is the zero-based position of the binary digit. &ample, the binaryalue 11001010repre
sents:

1627 4 1¥26 4+ 0%2% + 0*2% + 1%¥23 + 0%22 + 1*21 4+ o*20

128 + 64 + 8 + 2
2020

To corvert decimal to binary is slightly more fidult. You must find those paers of two which, when
added togetheproduce the decimal result. One method is dokwWrom a lage paver of two davn to 2.
Consider the decimabiue 1359:

o 21021024, 31=2048. S0 1024 is the fast power of two less than 1359. Subtract 1024 from
1359 and begin the binary value on the left with a “1” digit. Binary = "1”, Decimal result is
1359 - 1024 = 335.

* The next lower power of two ?z 512) is greater than the result from adoso add a “0” to
the end of the binary string. Binary = “10”, Decimal result is still 335.

e The next lower power of two is 2568928ubtract this from 335 and add a “1” digit to the end
of the binary number. Binary = “101", Decimal result is 79.

« 128 (27) is greater than 79, so tack a “0” to the end of the binary string. Binary = “1010”, Dec
imal result remains 79.

*  The next lower power of two ?2—- 64) is less than79, so subtract 64 and append a “1” to the
end of the binary string. Binary = “10101”, Decimal result is 15.

« 15 s less than the next power of tw@ €32) so simply add a “0” to the end of the binary
string. Binary = “101010”, Decimal result is still 15.

« 16 (& is greater than the remainder s, fso append a “0” to the end of the binary string.
Binary = “1010100", Decimal result is 15.

« 23 (eight) is less than 15, so stick another “1” digit on the end of the binary string. Binary =
“10101001”, Decimal result is 7.

« 22is less than s@n, so subtract four from seven and append another one to the binary string.
Binary = “101010011", decimal result is 3.

« 2lis less than three, so append a one to the end of the binary string and subtfarhttine
decimal value. Binary = “1010100111", Decimal result is now 1.

*  Finally, the decimal result is one, which f§ 80 add a fial “1” to the end of the binary string.
The final binary result is “10101001111”

If you actually have to convert a decimal number to binary by hand, the algorithm above probably isn’t
the easiest to master. A simpler solution is the “even/odd — divide by two” algorithm. This algorithm uses

the following steps:

e If the number is even, emit a zero. If the number is odd, emit a one.
e Divide the number by two and throw away any fractional component or remainder.
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» If the quotient is zero, the algorithm is complete.

» If the quotient is not zero and is odd, insert a one before the current string; if the number is
even, prefix your binary string with zero.

»  Go back to step two above and repeat.

Fortunately, you'll rarely need to convert decimal numbers directly to binary strings, so neither of these
algorithms is particularly important in real life.

Binary numbers, although they have little importance in high level languages, appear everywhere in
assembly language programs (even if you don’t convert between decimal and binary). So you should be
somewhat comfortable with them.

3.2.3

Binary Formats

In the purest senseyery binary number contains an mfe number of digits (dbits which is short for
binary digits). Br example, we can represent the numbes fy:

101 00000101 0000000000101 ... 000000000000101
Any number of leading zero bits may precede the binary number without changing its value.

We will adopt the convention of ignoring any leading zeros if present in a value. For examplest01
resents the numbewé hut since the 80x86 avks with groups of eight bits, wkfind it much easier to zero
extend all binary numbers to some multiple of four or eight biterefore, folleving this corention, wedl
represent the numbewé& as 0104 or 00000104

In the United States, most people separateyethree digits with a comma to nealaiger numbers eas
ier to read. Br example, 1,023,435,208 is much easier to read and comprehend than 1023¥@5208.
adopt a similar carention in this tgt for binary numbersWe will separate each group of four binary bits
with an underscore. df example, we will write the binary alue 1010111110110010 as
1010 1111 1011_0010.

We often pack seeral \alues together into the same binary numk#re form of the 80x86 MO
instruction uses the binary encoding 1011 Orrr dddd dddd to pack three items into 16Maitbitabfieration
code (1_0110), a three-bitgister feld (rrr), and an eight-bit immediatalue (dddd_dddd).d¥ corve-
nience, wel assign a numericalue to each bit positiokVe’ll number each bit as foles:

1) The rightmost bit in a binary number is bit position zero.
2) Each bit to the left is gen the ngt successie bit number

An eight-bit binary alue uses bits zero througtves:
XX X Xg X3 X0 X Xo

A 16-bit binary \alue uses bit positions zero through fifteen:
X5 X4 X13 X12 X131 X190 X9 Xg X7 X6 X5 Xq X3 X X Xo

A 32-bit binary \alue uses bit positions zero through 31, etc.

Bit zero is usually referred to as tlosv order (L.O.) bit (some refer to this as theast signiftant bij.
The left-most bit is typically called ti@gh oder (H.O.) bit (or themost signifiant bij). We'll refer to the
intermediate bits by their respeeibit numbers.
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3.3

Data Organization

In pure mathematics alue may tak an arbitrary number of bits. Computers, on the other hand;gener
ally work with some specifinumber of bits. Common collections are single bits, groups of four bits (called
nibbleg, groups of eight bitsf/teg, groups of 16 bitswords), groups of 32 bitsdouble vords ordwords),
groups of 64-bits (quadavds orgwords), and moreThe sizes are not arbitraffhere is a good reason for
these particularalues.This section will describe the bit groups commonly used on the Intel 80x86 chips.

3.3.1

Bits

The smallest “unit” of data on a binary computer is a sibgleSince a single bit is capable of repre
senting only tw different \alues (typically zero or one) you may get the impression that there arg a v
small number of items you can represent with a single bit. Not Thezle are an infite number of items
you can represent with a single bit.

With a single bit, you can represenyawo distinct items. Examples include zero or one, trualsef
on or of, male or female, and right or wrong. \Mever, you arenotlimited to representinginary data types
(that is, those objects whichweaonly two distinct \alues).You could use a single bit to represent the num
bers 723 and 1,245. Or perhaps 6,254 antbb.could also use a single bit to represent the colors red and
blue.You could gen represent tvunrelated objects with a single bibrFexample, you could represent the
color red and the number 3,256 with a singleMaiti can represeminytwo different \alues with a single bit.
However, you can represeonly twodifferent \alues with a single bit.

To confuse thingswen more, diferent bits can representfeifent things. Br example, one bit might be
used to represent thalues zero and one, while an adjacent bit might be used to represeaiutetwe
and flse. Hav can you tell by looking at the bit3he answerof course, is that you canBut this illus
trates the whole idea behind computer data structda¢s:is what you defe it to be If you use a bit to rep
resent aboolean (trueélse) alue then that bit (by your defiion) represents true oalke. or the bit to
have ary real meaning, you must be consist@tiat is, if youre using a bit to represent true alsk at one
point in your program, you shouldnise the truedlise alue stored in that bit to represent red or blue.later

Since most items yoll'be trying to model require more thanawdifferent \alues, single bit alues
arent the most popular data type ybuise. Havever, since gerything else consists of groups of bits, bits
will play an important role in your programs. Of course, there araledata types that requiredwlistinct
values, so it wuld seem that bits are important by themsghHavever, you will soon see that inddual
bits are dificult to manipulate, so witoften use other data types to represent boolehres.

3.3.2

Nibbles

A nibbleis a collection of four bits. It auldn't be a particularly interesting data structuxeept for two
items:BCD (binary coded decimhhumberé andhexadecimal numbers. It tak four bits to represent a-sin
gle BCD or hgadecimal digitWith a nibble, we can represent up to 16 distiradties since there are 16
unique combinations of a string of four bits:

0000
0001
0010
0011
0100
0101
0110
0111
1000

2. Binary coded decimal is a numeric scheme used to represent decimal numbers using four bits for each decimal digit.
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1001
1010
1011
1100
1101
1110
1111

In the case of headecimal numbers, thales 0, 1, 2, 3,4, 5,6, 7, 8/,B, C, D, E, and F are repre
sented with four bits (sé@he Hexadecimal Numbering System” on paif@. BCD uses ten dirent digits
©, 1, 2,3,4,5, 6, 7, 8, 9) and requires four bits (since you can only represent &géntdiélues with
three bits). Indct, ary sixteen distinct &lues can be represented with a nibbig,Hexadecimal and BCD
digits are the primary items we can represent with a single nibble.

3.3.3 Bytes

Without question, the most important data structure used by the 80x86 microprocessor is the byte.
byte consists of eight bits and is the smallest addressable datum (data item) on the 80x86 microprocessor
Main memory and I/O addresses on the 80x86 are all byte addiBsisasieans that the smallest item that
can be indiidually accessed by an 80x86 program is an eightalhitevTo access aithing smaller requires
that you read the byte containing the data and mastheutnvanted bitsThe bits in a byte are normally
numbered from zero toeen as shen inFigure 3.1

7 6 5 4 3 2 1 O

Figure 3.1 Bit Numbering

Bit O is thelow order bitor least signiftant bit bit 7 is thehigh oder bitor most signiftant bitof the
byte.We'll refer to all other bits by their number

Note that a byte also containsaetly two nibbles (seEigure 3.3.

7 6 5 4 3 2 1 0

H.O. Nibble L.O. Nibble

Figure 3.2 The Two Nibbles in a Byte

Bits 0..3 comprise théow order nibble bits 4..7 form thehigh oder nibble Since a byte contains
exactly two nibbles, byte alues require tew hexadecimal digits.

Since a byte contains eight bits, it can repres%rﬂn?ZSG, diferent \alues. Generallywe'll use a byte
to represent numericalues in the range 0..255, signed numbers in the range -128..+123i{gex and
Unsigned Numbers” on pa@®), ASCII/IBM character codes, and other special data types requiring no
more than 256 diérent \alues. Mawg data types hee faver than 256 items so eight bits is usuallyfisiént.
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Since the 80x86 is a byte addressable machine (seexthehene), it turns out to be morefiefent to
manipulate a whole byte than an widual bit or nibble. Br this reason, most programmers use a whole
byte to represent data types that require no more than 256 itemsf tawver than eight bits auld sufice.

For example, well often represent the booleaalues true andafse by 000000Q1and 00000009(respee
tively).

Probably the most important use for a byte is holding a character code. Characters typee@yat the k
board, displayed on the screen, and printed on the printervallneneric alues.To allow it to communi
cate with the rest of theasld, PCs use aaviant of theASCIlI character set (séd@he ASCII Character
Encoding” on pag®@7). There are 128 defeéd codes in th&SCII character set. PCs typically use the
remaining 128 possiblealues for gtended character codes including European characters, graphic sym
bols, Greek letters, and math symbols.

Because bytes are the smallest unit of storage in the 80x86 memory space, bytes also happen to be the
smallest ariable you can create in an HLA prograis you s& in the last chapteyou can declare an
eight-bit signed intger \ariable using thént8 data type. Sincat8 objects are signed, you can represent
values in the range -128..+127 usingraB variable (seéSigned and Unsigned Numbers” on p&$gfor a
discussion of signed number formatsfou should only store signedlues intant8 variables; if you vant
to create an arbitrary byt@nable, you should use thgtedata type, as folles:

static
byteVar: byte;

Thebytedata type is a partially untyped data type. The only type information associatéytetbjects is

their size (one byte). You may store any one-byte object (small signed integers, small unsigned integers,
characters, etc.) into a byte variable. It is up to you to keep track of the type of object you've put into a byte
variable.

3.34  Words
A word is a group of 16 bits. We’ll number the bits in a word starting from zero on up to fifteen. The bit
numbering appears Figure 3.3
15 14 13 12 11 10 9 6 5 4 3
Figure 3.3 Bit Numbers in a Word

Pages8

Like the byte, bit 0 is thewoorder bit. Br words, bit 15 is the high order bitvhen referencing the
other bits in a wrd, use their bit position number

Notice that a wrd contains xactly two bytes. Bits O through 7 form thew order byte, bits 8 through
15 form thehigh order byte (sekigure 3.4.
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15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

H. O. Byte L. O. Byte

Figure 3.4 The Two Bytes in a Word

Naturally, a word may be further broken down into four nibbles as showigure 3.5

15 14 13 12 11 10 9 8 7 6 5 4 3 2

1 O

Nibble #3 Nibble #2 Nibble #1 Nibble #0
H. O. Nibble L. O. Nibble
Figure 3.5 Nibbles in a Word

Nibble zero is the \@ order nibble in the wrd and nibble three is the high order nibble of tloedwy
We'll simply refer to the other tavnibbles as “nibble one” or “nibble tw*

With 16 bits, you can represerf’t62{65,536) diferent \alues.These could be thealues in the range
0..65,535 aras is usually the case, -32,768..+32,767, gradner data type with no more than 65,536 v
ues.The three major uses foronds are signed inger \alues, unsigned inger \alues, and UNICODE char
acters.

Words can represent imgfer \alues in the range 0..65,535 or -32,768..32,767. Unsigned nurakrgsv
are represented by the binaglue corresponding to the bits in therd. Signed numericalues use the
two’s complement form for numeri@les (seéSigned and Unsigned Numbers” on p&g. As UNI-
CODE characters, avds can represent up to 65,53&at#nt characters, allong the use of non-Roman
character sets in a computer program. UNICODE is an international standa#&dHN, that allevs com
mputers to process non-Roman characteesAlgian, Greek, and Russian characters.

Like bytes, you can also createrd variables in an HLA program. Of course, in the last chapter you
sav how to create sixteen-bit signed igtr \ariables using thmt16 data type.To create an arbitraryavd
variable, just use theord data type, as folles:

static
W, word;

3.3.5

Double Words

A double vord is exactly what its name implies, a pair obxds.Therefore, a doubleavd quantity is 32
bits long as shen in Figure 3.6
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31 23 15 7 0
) S B R R

Figure 3.6 Bit Numbers in a Double Word

Naturally, this double wrd can be dided into ahigh order vord and dow order vord, four diferent
bytes, or eight di€rent nibbles (seEigure 3.7.

31 23 15 7 0
I eIt
H.O. Word L.O. Word
31 23 15 7 0
T o o [ 1111 T 1
H.O. Byte Byte # 2 Byte # 1 L.O. Byte
31 23 15 7 0
N e e e
Nibble #7 #6 #5 #4 #3 #2 #1 #0
H. O. L. O.
Figure 3.7 Nibbles, Bytes, and Words in a Double Word

Double words can represent all kinds offdifent thingsA common item you will represent with a dou
ble word is a 32-bit intger \alue (which allvs unsigned numbers in the range 0..4,294,967,295 or signed
numbers in the range -2,147,483,648..2,147,483,647). IMhiing point alues also fiinto a double
word. Another common use for dwd objects is to store pointeanables.

In the preious chapteryou sav how to create 32-bit (dard) signed intger \ariables using that32
data type.You can also create an arbitrary doubt@dwariable using theword data type as the follang
example demonstrates:

static
d: dword;

3.4

Page60

The Hexadecimal Numbering System

A big problem with the binary system isrbosity To represent thealue 202, requires eight binary
digits. The decimal ersion requires only three decimal digits and, thus, represents numbers much more
compactly than does the binary numbering sysfems fact was not lost on the engineers who designed
binary computer systemg/hen dealing with laye \alues, binary numbers quickly become too unwieldy
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Unfortunately the computer thinks in bingrgo most of the time it is ceenient to use the binary number
ing systemAlthough we can corert between decimal and binatile comersion is not a tvial task.The
hexadecimal (base 16) numbering system eslthese problems. kedecimal numbers fafr the two fea
tures were looking for: thg're very compact, and &' simple to covert them to binary and viceersa.
Because of this, most computer systems engineers usextidehgnal numbering system. Since tadix
(base) of a headecimal number is 16, eachxhdecimal digit to the left of the kadecimal point represents
some alue times a successipaver of 16. for example, the number 1234is equal to:

1*16%5 + 2* 162 + 3*161 + 4 169
or
4096 + 512 + 48 + 4 = 46604.

Each h&adecimal digit can represent one of sixtealues between 0 and {5 Since there are only ten
decimal digits, we need tovient six additional digits to represent tl@ues in the range 1@through 15,
Rather than create wesymbols for these digits, wkuse the letterg\ through F The followving are all
examples of alid hexadecimal numbers:

1234 DEAD;s BEEF;s OAFB;q FEED;s DEAFq

Since well often need to enter kadecimal numbers into the computer system|lweed a diferent
mechanism for representingdaglecimal numbergfter all, on most computer systems you cannot enter a
subscript to denote the radix of the associatddeAVe’ll adopt the follaving corventions:

e All hexadecimal values begin with a “$” character, e.g., $123A4.

e All binary values begin with a percent sign (“%”).

» Decimal numbers do not have a prefix character.

» If the radix is clear from the context, this text may drop the leading “$” or “%” character.

Examples of valid hexadecimal numbers:
$1234 $DEAD $BEEF $AFB $FEED $DEAF

As you can see, hexadecimal numbers are compact and easy to read. In addition, you can easily convert
between hexadecimal and binary. Consider the following table:

Table 4: Binary/Hex Conversion

Binary Hexadecimal
%0000 $0
%0001 $1
%0010 $2
%0011 $3
%0100 $4
%0101 $5
%0110 $6
%0111 $7
%1000 $8
%1001 $9
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Table 4: Binary/Hex Conversion

Binary Hexadecimal
%1010 $A
%1011 $B
%1100 $C
%1101 $D
%1110 $E
%1111 $F

This table preides all the information you'll ever need to convert any hexadecimal number into a binary
number or vice versa.

To convert a hexadecimal number into a binary number, simply substitute the corresponding four bits
for each hexadecimal digit in the number. For example, to convert $ABCD into a binary value, simply con-
vert each hexadecimal digit according to the table above:

0 A B C D Hexadecimal
0000 1010 1011 1100 1101 Binary

To convert a binary number into hexadecimal format is almost as easy. The first step is to pad the binary
number with zeros to make sure that there is a multiple of four bits in the number. For example, given the
binary number 1011001010, the first step would be to add two bits to the left of the number so that it con-
tains 12 bits. The converted binary value is 001011001010. The next step is to separate the binary value into
groups of four bits, e.g., 0010_1100_1010. Finally, look up these binary values in the table above and substi-
tute the appropriate hexadecimal digits, i.e., $2CA. Contrast this with the difficulty of conversion between
decimal and binary or decimal and hexadecimal!

Since converting between hexadecimal and binary is an operation you will need to perform over and
over again, you should take a few minutes and memorize the table above. Even if you have a calculator that
will do the conversion for you, you'll find manual conversion to be a lot faster and more convenient when
converting between binary and hex.

3.5

Page62

Arithmetic Operations on Binary and Hexadecimal Numbers

There are seral operations we can perform on binary andadlecimal numbers.df example, we can
add, subtract, multipydivide, and perform other arithmetic operatioAhough you needi’become an
expert at it, you should be able to, in a pinch, perform these operations manually using a piece of paper and
a pencil. Haing just said that you should be able to perform these operations mathaltprrect wy to
perform such arithmetic operations is toéa calculator that does them for ydhere are seral suctcat
culators on the masel; the follaving table lists some of the maagfurers who produce suchvites:

Some manucturers oHexadecimal Calculators (circa 2002):

e Casio
* Hewlett-Packard
e Sharp

e Texas Instruments

This list is by no means exhaustive. Other calculator manufacturers probably produce these devices as
well. The Hewlett-Packard devices are arguably the best of the bunch . However, they are more expensive
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than the others. Sharp and Casio produce units which sell for well under $50. If you plan on @oing an
assembly language programming at alinmg one of these calculators is essential.

To understand whyou should spend the mgnen a calculatgrconsider the folleing arithmetic prob
lem:

$9
+ $1

You're probably tempted to write in the answer “$10” as the solution to this problem. But that is not correct!
The correct answer is ten, which is “$A”, not sixteen which is “$10”. A similar problem exists with the arith
metic problem:

$10
- $1

You're probably tempted to answer “$9” even though the true answer is “$F”. Remember, this problem is
asking “what is the difference between sixteen and one?” The answer, of course, is fifteen which is “$F”.

Even if the two problems above don’t bother you, in a stressful situation your brain will switch back into
decimal mode while you're thinking about something else and you'll produce the incorrect result. Moral of
the story — if you must do an arithmetic computation using hexadecimal numbers by hand, take your time
and be careful about it. Either that, or convert the numbers to decimal, perform the operation in decimal, and
convert them back to hexadecimal.

3.6 A Note About Numbers vs. Representation

Marny people confuse numbers and their representathocommon question lggnning assembly lan
guage students @ is “I've got a binary number in the EAXgister how do | covert that to a headecimal
number in the EAX mgister?” The answer is “you doti” Although a strong gument could be made that
numbers in memory or ingesters are represented in binat\s best to vie values in memory or in ages-
ter asabstiact numeric quantities Strings of symbols Ik 128, $80, or %1000 0000 are nofetént nura
bers; thg are simply diferent representations for the same abstract quantity that we often refer to as “one
hundred twenty-eiglit. Inside the computela number is a numbergardless of representation; the only
time representation matters is when you input or outputahe\in a human readable form.

Human readable forms of numeric quantities anegs$ strings of character3o print the alue 128 in
human readable form, you must wert the numeric alue 128 to the three-character sequenciibwed
by ‘2’ followed by ‘8. This would pravide the decimal representation of the numeric quantityou pre
fer, you could cowert the numeric alue 128 to the three character sequence “$808.tH8 same number
but weve cowerted it to a diierent sequence of characters because (presumablypntedvto vier the
number using headecimal representation rather than decimal.edise, if we vant to see the number in
binary, then we must caert this numeric alue to a string containing a one folled by seen zeros.

By default, HLA displays all byte, erd, and dwerd variables using the kadecimal numbering system
when you use thstdout.putroutine. Likewise, HLASs stdout.putroutine will display all rgister \alues in
hex. Consider the follwing program that carerts \alues input as decimal numbers to thexatecimal
equvalents:

program Conver t ToHex;
#i ncl ude( “stdlib.hhf” );
static

val ue: int32;

begi n Convert ToHex;
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stdout.put( “Input a decinmal value:” );
stdin.get( value);
nmov( val ue, eax );
stdout. put( “The value “, val ue,

“

converted to hex is $", eax, nl );

end Convert ToHex;

Program 3.11 Decimal to Hexadecimal Conversion Program

In a similar &shion, the deiult input base is also x&decimal for rgisters and byte, evd, or dvord
variables. The follonving program is the carrse of the one alie- it inputs a headecimal alue and out
puts it as decimal:

progr am Conver t ToDeci nal ;
#incl ude( “stdlib.hhf” );
static

val ue: int32;

begi n Convert ToDeci mal ;
stdout. put( “Input a hexadeci mal value: “ );
stdin.get( ebx ); nov( ebx, value);

stdout. put( “The value $", ebx, “ converted to decinal is “, value, nl );

end Convert ToDeci nal ;

Program 3.12 Hexadecimal to Decimal Conversion Program

Just because the HL#tdout.putroutine chooses decimal as thealdf output base fant8, int16, and
int32 variables doest’'mean that theseaviables hold “decimal’ numbers. Remembeaemory and igs-
ters hold numericalues, not headecimal or decimalalues. The stdout.putoutine corerts these numeric
values to strings and prints the resulting strinbise choice of headecimal vs. decimal outputaw a design
choice in the HLA language, nothing moréou could \ery easily modify HLA so that it outputsgisters
andbyte word, or dword variables as decimablues rather than asxsslecimal. If you need to print the
value of a rgister orbyte word, or dword variable as a decimahiue, simply call one of the putiX routines
to do this. The stdout.puti8routine will output its parameter as an eight-bit signedyarteAny eight-bit
parameter will vork. So you could pass an eight-bigister anint8 variable, or ayte variable as the
parameter tatdout.puti8and the result will aays be decimalThe stdout.putil@andstdout.puti3Zorovide
the same capabilities for 16-bit and 32-bit objedtse folloving program demonstrates the decimaivenn
sion programRrogram 3.12bove) using only the EAX igister (i.e., it does not use thariableiValue):

Page64

progr am Conver t ToDeci nmal 2;
#include( “stdlib.hhf” );
begi n Convert ToDeci nal 2;

stdout. put( “Input a hexadecinal value: “ );

stdin.get( ebx );

stdout. put( “The value $", ebx, “ converted to decimal is “ );
stdout. puti32( ebx );

stdout. new n();
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end Convert ToDeci nal 2;

Program 3.13 Variable-less Hexadecimal to Decimal Converter

Note that HLAs stdin.cet routine uses the same daft base for input astdout.putuses for output.
That is, if you attempt to read amt8, int16, or int32 variable, the defult input base is decimal. If you
attempt to read agester orbyte word, ordword variable, the defult input base is lkadecimal. If you ant
to change the datilt input base to decimal when readinggister or abyte word, or dword variable, then
you can usstdin.geti8, stdin.getil6, or stdin.geti32

If you want to go in the opposite direction, that is ycanivto input or output aimt8, int16, or int32
variable as a hedecimal alue, you can call thetdout.putbstdout.putwstdout.putdstdin.geth, stdin.getw
or stdin.getdroutines. Thestdout.puthstdout.putwandstdout.putdoutines write eight-bit, 16-bit, or 32-bit
objects as headecimal alues. The stdin.geth, stdin.getw andstdin.getdroutines read eight-bit, 16-bit, and
32-bit values respeately; they return their results in thslL, AX, or EAX registers. The folloving program
demonstrates the use of avfef these routines:

program Hexl Q
#include( “stdlib.hhf” );

static
i 32: int32;

begi n Hexl Q

stdout. put( “Enter a hexadecinal value: “ );
stdin.getd();

nov( eax, i32);

stdout. put( “The val ue you entered was $" );
stdout. putd( i32);

stdout. new n();

end Hexl Q

Program 3.14 Demonstration of stdin.getd and stdout.putd

3.7 Logical Operations on Bits
There are four main logical operations Ive'eed to perform on kadecimal and binary numbers:

AND, OR, XOR (exclusive-or), andNQOT. Unlike the arithmetic operations, axaeecimal calculator ist’
necessary to perform these operations. It is often easier to do them by hand than to use an eleicionic de
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to compute themThe logicalAND operation is a dyadfooperation (meaning it acceptsaetly two oper
ands).These operands are single binary (base 2)HitsAND operation is:

Oand0=0
Oand1=0
land0=0
land1=1
A compact vay to represent the logicAND operation is with a truth tablé truth table taks the fol

lowing form:

Table5: AND Truth Table

AND 0 1

0 0 0
1 0 1

This is just lile the multiplication tables you encountered in elementary schioehalues in the left
column correspond to the leftmost operand ofAN® operation. The \alues in the top m correspond to
the rightmost operand of t#eND operation. The \alue located at the intersection of thevrand column
(for a particular pair of inputalues) is the result of logicalAiNDing those two values together

In English, the logicaAND operation is, “If the fist operand is one and the second operand is one, the
result is one; otherwise the result is Zend/e could also state this as “If either or both operands are zero, the
result is zerd.

One importantdct to note about the logicAND operation is that you can use it to force a zero result.
If one of the operands is zero, the result vgagb zero rgardless of the other operand. In the truth table
above, for ekample, the rv labelled with a zero input contains only zeros and the column labelled with a
zero only contains zero results. @ersely if one operand contains a one, the resulkécty the alue of
the second operantihese features of tHeND operation are ery important, particularly when weant to
force indvidual bits in a bit string to zerVe will investicate these uses of the logiédD operation in the
next section.

Thelogical OR operation is also a dyadic operation. Itsndefh is:

Oor0=0
Oorl=1
lor0=1
lorl=1

3. Many texts call this a binary operation. The term dyadic means the same thing and avoids the confusion with the binary
numbering system.
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The truth table for the OR operation ¢akthe folloving form:

Table 6: OR Truth Table

OR 0 1

Colloquially, the logical OR operation is, “If the$t operand or the second operand (or both) is one, the
result is one; otherwise the result is Zefitis is also knan as thenclusive-ORoperation.

If one of the operands to the logical-OR operation is a one, the resulaisaine rgardless of the sec
ond operand \alue. If one operand is zero, the result igagls the alue of the second operand. &ikhe
logical AND operation, this is an important siddest of the logical-OR operation that will pt@ quite use
ful when working with bit strings since it lets you force imidiual bits to one.

Note that there is a dé@rence between this form of the inclesiogical OR operation and the standard
English meaning. Consider the phrase “I am going to the stdram going to the parkSuch a statement
implies that the speakis going to the store or to the patk hot to both place3herefore, the Englishev
sion of logical OR is slightly diérent than the inclugg-OR operation; indeed, it is closer to txelu-
sive-ORoperation.

Thelogical XOR (exclusive-or) operation is also a dyadic operation. It israafias follavs:

Oxor0=0
Oxorl=1
1xor0=1
1xorl1=0

The truth table for the XOR operation ¢skthe folleving form:

Table7: XOR Truth Table

XOR 0 1

0 0 1
1 1 0

In English, the logical XOR operation is, “If thesfi operand or the second operand, fot both, is
one, the result is one; otherwise the result is z&tote that the xclusive-or operation is closer to the
English meaning of theavd “or” than is the logical OR operation.

If one of the operands to the logicakkisve-OR operation is a one, the result isals theinverseof
the other operand; that is, if one operand is one, the result is zero if the other operand is one and the result is
one if the other operand is zero. If thestfioperand contains a zero, then the resukastly the alue of the
second operan@his feature lets you seleatly invert bits in a bit string.

Thelogical NOT operation is a monadic operation (meaning it accepts only one operand). It is:
NOT0=1
NOT1=0
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The truth table for the NDoperation ta&s the folleving form:

Table 8: NOT Truth Table

NOT 0 1

3.8 Logical Operations on Binary Numbers and Bit Strings

As described in the pvous section, the logical functionsovk only with single bit operands. Since the
80x86 uses groups of eight, sixteen, or thirtp-tits, we need toxéend the defiition of these functions to
deal with more than twbits. Logical functions on the 80x86 operate tit-dy-bit (or bitwise basis. Gren
two values, these functions operate on bit zero producing bit zero of the Tesylbperate on bit one of the
input values producing bit one of the result, etor &ample, if you vant to compute the logicAND of the
following two eight-bit numbers, youauld perform the logiceAND operation on each column indepen
dently of the others:

%4011_0101
94110_1110

%4010_0100

This bit-by-bit form of &ecution can be easily applied to the other logical operations as well.

Since we've defined logical operations in terms of binary values, you'll find it much easier to perform
logical operations on binary values than on values in other bases. Therefore, if you want to perform a logical
operation on two hexadecimal numbers, you should convert them to binary first. This applies to most of the
basic logical operations on binary numbers (e.g., AND, OR, XOR, etc.).

The ability to force bits to zero or one using the logical AND/OR operations and the ability to invert
bits using the logical XOR operation is very important when working with strings of bits (e.g., binary num-
bers). These operations let you selectively manipulate certain bits within some value while leaving other bits
unaffected. For example, if you have an eight-bit binary vlaad you vant to guarantee that bits four
through seen contain zeros, you could logicafD the \alueX with the binary alue %0000 _1111This
bitwise logicalAND operation vould force the H.O. four bits to zero and pass the L.O. four bXshabugh
unchanged. Likwise, you could force the L.O. bit &fto one and ivert bit number tw of X by logically
ORingX with %0000_0001 and logicallielusive-ORingX with %0000_0100, respeetly. Using the log
ical AND, OR, and XOR operations to manipulate bit strings in #shibn is knan asmaskingbit strings.

We use the terrmaskingbecause we can use certaatiues (one foAND, zero for OR/XOR) torhask out’
or ‘mask in’certain bits from the operation when forcing bits to zero, one, or theiisi

The 80x86 CPUs support four instructions that apply these bitwise logical operations to their operands.
The instructions ar&ND, OR, XOR, andNOT. TheAND, OR, and XOR instructions use the same syntax
as theADD and SUB instructions, that is,

and( source, dest );
or( source, dest );
xor ( source, dest );

These operands athe same limitations as the ADD operands. Specificall\gsdheceoperand has to be a
constant, memory, or register operand andi#tstoperand must be a memory or register operand. Also, the
operands must be the same size and they cannot both be memory operands. These instructions compute the
obvious bitwise logical operation via the equation:

dest= destoperatorisource
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The 80x86 logical N® instruction, since it has only a single operand, uses a slighfdyetif syntax.
This instruction tag&s the folleving form:
not ( dest );

Note that this instruction has a single operand. It computes theifajloesult:
dest= NOT(dest)

Thedestoperand (fomot) must be a register or memory operand. This instruction inverts all the bits in the
specified destination operand.

The following program inputs two hexadecimal values from the user and calculates their logical AND,
OR, XOR, and NOT:

progr am Logi cal Op;
#include( “stdlib.hhf” );
begi n Logi cal Op;

stdout.put( “Input left operand: “ );
stdin.get( eax );
stdout.put( “Input right operand: “ );
stdin.get( ebx );

nov( eax, ecx );
and( ebx, ecx );

“ ¢

stdout.put( “$", eax, “ AND $", ebx, “ = %", ecx, nl );

nov( eax, ecx );
or( ebx, ecx );
stdout.put( “$", eax, “ OR$", ebx, “ =$", ecx, nl );

nov( eax, ecx );
xor ( ebx, ecx );

stdout.put( “$", eax, “ XOR $", ebx, “ = 9", ecx, nl );
nov( eax, ecx );
not ( ecx );
stdout.put( “NOT $", eax, “ =$", ecx, nl );
nov( ebx, ecx );
not ( ecx );
stdout. put( “NOT $", ebx, “ =$", ecx, nl );
end Logi cal Op;

Program 3.15 AND, OR, XOR, and NOT Example

3.9 Signed and Unsigned Numbers
So far, weve treated binary numbers as unsignalli@s.The binary number ...00000 represents zero,

...00001 represents one, ...00010 represemsand so on tward infinity. What about ngative numbers?
Signed walues hae been tossed around in yirs sections and we& mentioned the t@s complement

Beta Draft - Do not distribute © 2001, By Randall Hyde Page69



Chapter Three Volume 1

numbering system,ub we haen't discussed he to representegative numbers using the binary numbering
systemThat is what this section is all about!

To represent signed numbers using the binary numbering systenvevéohalace a restriction on our
numbers: thg must hae a fnite and fked number of bits. & our purposes, we going to seerely limit
the number of bits to eight, 16, 32, or some other small number of bits.

With a fixed number of bits we can only represent a certain number of objecsafple, with eight
bits we can only represent 256fdient \alues. Ngative values are objects in theiwa right, just lile posi
tive numbers; therefore, wiehave to use some of the 256 fdifent eight-bit @lues to represent getive
numbers. In other @rds, weve got to use up some of the (unsigned) pasitumbers to representgative
numbersTo male things &ir, we'll assign half of the possible combinations to thgatiee values and half
to the positie values and zero. So we can represent tgative values -128..-1 and the nongagive values
0..127 with a single eight bit byf@/ith a 16-bit vord we can represenales in the range -32,768..+32,767.

With a 32-bit double wrd we can represenalues in the range -2,147,483,648..+2,147,483,647. In general,

with n bits we can represent the signedues in the range "2 to +2"1-1,

Okay, so we can representgagive values. Exactly ho do we do it3Vell, there are manways, lut the
80x86 microprocessor uses tind’s complement notation. In thedis complement system, the H.O. bit of
a number is aign bit If the H.O. bit is zero, the number is pogitiif the H.O. bit is one, the number igne
ative. Examples:

For 16-bit numbers:
$8000 is ngative because the H.O. bit is one.
$100 is positie because the H.O. bit is zero.
$7FFF is positie.
$FFFF is ngative.
$FFF is positie.

If the H.O. bit is zero, then the number is pesitand is stored as a standard binatye. If the H.O. bit
is one, then the number isgagive and is stored in the i complement forno corvert a positre number
to its negyative, two’s complement form, you use the feliog algorithm:

1) Invert all the bits in the numheére., apply the logical NDfunction.

2) Add one to the iverted result.

For example, to compute the eight-bit egaient of -5:

%9000_0101 Five (in binary).
%4111 1010 Invert all the hits.
%4111 1011 Add one to obtain result.

If we take minus fve and perform the twis complement operation on it, we get our origiralg,
%0000_0101, back a, just as wexpect:

%4111 1011 Two’' s conpl erent for -5.
%9000 0100 Invert all the bits.
%9000_0101 Add one to obtain result (+5).
The folloving examples pruide some posite and ngative 16-bit signed alues:
$7FFF: +32767, the Igest 16-bit positie number
$8000: -32768, the smallest 16-bigagve number

$4000: +16,384.
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To convert the numbers above to their negative counterpart (i.e., to negate them), do the following:

$TFFF: 99111 1111 1111 1111  +32, 767
%4000_0000_0000_0000 Invert all the bits (8000h)
%4000_0000_0000_0001  Add one (8001h or -32,767)

4000h: %9100_0000_0000_0000 16, 384
04011 1111 1111 1111 Invert all the bits ($BFFF)
%4100_0000_0000_0000  Add one ($C000 or - 16, 384)

$8000: %4000_0000_0000_0000 - 32, 768
09111 1111 1111 1111 Invert all the bits ($7FFF)
%4000_0000_0000_0000 Add one (8000h or -32768)

$8000 iverted becomes $7FFRfter adding one we obtain $8008Vait, whats going on here?
-(-32,768) is -32,768? Of course not. But théue +32,768 cannot be represented with a 16-bit signed num
ber, so we cannot rate the smallest gative \alue.

Why bother with such a miserable numbering systévhy not use the H.O. bit as a sigad] storing
the positve equvalent of the number in the remaining bitd# answer lies in the hardve.As it turns out,
negating \alues is the only tedious jolvith the two’s complement system, most other operations are as easy
as the binary systemoFexample, suppose you were to perform the addition 5+[Hg.result is zero. Cen
sider what happens when we add thesevalues in the tw’'s complement system:

% 0000_0101
% 1111 1011

%4_0000_0000

We end up with a carry into the ninth bit and all other bits are zero. As it turns out, if we ignore the carry out

of the H.O. bit, adding two signed values always produces the correct result when using the two’s comple
ment numbering system. This means we can use the same hardware for signed and unsigned addition and
subtraction. This wouldn’t be the case with some other numbering systems.

Except for the questions associated with this chapter, you will not need to perform the two’'s comple-
ment operation by hand. The 80x86 microprocessor provides an instruction, NEG (negate), that performs
this operation for you. Furthermore, all the hexadecimal calculators will perform this operation by pressing
the change sign key (+/- or CHS). Nevertheless, performing a two’s complement by hand is easy, and you
should know how to do it.

Once again, you should note that the data represented by a set of binary bits depends entirely on the con-
text. The eight bit binary value %1100_0000 could represent an IBM/ASCII character, it could represent the
unsigned decimal value 192, or it could represent the signed decimal value -64. As the programmer, it is your
responsibility to use this data consistently.

The 80x86 negate instruction, NEG, uses the same syntax as the NOT instruction; that is, it takes a sin-
gle destination operand:

neg( dest );

This instruction computes “dest = -dest;” and the operand has the same limitations a$ {a@rmit
be a memory location or agister). NEG operates on bytegrd, and dwrd-sized objects. Of course, since
this is a signed ingger operation, it only mals sense to operate on signedgatealues. The followving
program demonstrates thediw complement operation by using the NEG instruction:

pr ogr am t wos Conpl enent ;
#incl ude( “stdlib.hhf” );

static
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PosVal ue: int8;
NegVal ue: int8;

begi n twosConpl enent ;

stdout. put( “Enter an integer between 0 and 127: “ );
stdin. get( PosVal ue );

stdout.put( nl, “Value in hexadecimal: $" );
stdout . put b( PosVal ue );

nov( PosVal ue, al );

not( al );

stdout.put( nl, “Invert all the bits: $, al, nl );
add( 1, al );

stdout.put( “Add one: $', al, nl );

nmov( al, NegVal ue );

stdout. put( “Result in decinal: “, NegValue, nl );

st dout . put

(
nl,
“Now do the sane thing with the NEGinstruction: “,
nl

)

nov( PosVal ue, al );

neg( al );

nmov( al, NegVal ue );

stdout.put( “Hex result = $", al, nl );

stdout. put( “Decinmal result =*“, NegValue, nl );

end twosConpl enent ;

Program 3.16 The Two’'s Complement Operation

As you sa in the preious chapters, you use th8, int16, andint32 data types to reses\storage for
signed intger \ariables. Those chapters also introduced routines dildout. puti8andstdin.geti32 that read
and write signed inter \alues. Since this section has made itralantly clear that you must fdifentiate
signed and unsigned calculations in your programs, you should probably be asking yourselfwabout no
“how do | declare and use unsigned g&e\ariables?”

The first part of the question, “modo you declare unsigned iger \ariables, is the easiest to answer
You simply use thans8 unsl16 anduns32data types when declaring thariables, for gample:

static
u8: uns8;
ulé: uns16;
u32: uns32;

As for using these unsignednables, the HLA Standard Library pides a complementary set of
input/output routines for reading and displaying unsigregthlsles. As you can probably guess, these-rou
tines include stdout.putu8 stdout.putul6, stdout.putu32,stdout.putu8Size stdout.putul6Sizestd
out.putu32Size stdin.getu8,stdin.getul6,and stdin.getu32. You use these routines just as yoald use
their signed intger counterpartsxeept, of course, you get to use the full range of the unsigaads/with
these routines.The folloving source code demonstrates unsigned 1/0 as well as demonstrating what can
happen if you mix signed and unsigned operations in the same calculation:
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pr ogr am UnsExanpl e;
#include( “stdlib.hhf” );

static
UnsVal ue: unsie;

begi n UnsExanpl e;

stdout.put( “Enter an integer between 32,768 and 65,535: “ );
stdin. getul6();
nov( ax, UnsVal ue );

st dout . put
(

“You entered “,

UnsVal ue,

If you treat this as a signed integer, it is “

)
stdout. puti 16( UnsVal ue );
stdout. new n();

end UnsExanpl e;

Program 3.17 Unsigned I/O

3.10 Sign Extension, Zero Extension, Contraction, and Saturation

Since tvwo’s complement format ingers hae a fked length, a small problemdgops.What happens if
you need to carert an eight bit tw’'s complementalue to 16 bitsThis problem, and its coprse (cowert
ing a 16 bit alue to eight bits) can be accomplishedsifgm etensiorandcontractionoperations. Likwise,
the 80x86 warks with fxed length alues, gen when processing unsigned binary numhbéeg extension
lets you cowert small unsignedalues to lager unsignedalues.

Consider the alue “-64”. The eight bit tvo’'s complement alue for this number is $C0he 16-bit
equialent of this number is $FFCO. Waconsider the alue “+64”. The eight and 16 bitersions of this
value are $40 and $0040, respeslf. The diference between the eight and 16 bit numbers can be described
by the rule: “If the number is gative, the H.O. byte of the 16 bit number contains $FF; if the number-is pos
itive, the H.O. byte of the 16 bit quantity is z&ro.

To sign etend a alue from some number of bits to a greater number of bits isjaasgopy the sign
bit into all the additional bits in the weformat. For example, to signxdend an eight bit number to a 16 bit
number simply copy bit seven of the eight bit number into bits 8..15 of the 16 bit nunTimesign etend a
16 bit number to a doubleond, simply cop bit 15 into bits 16..31 of the doubleovd.

You must use sigrxeension when manipulating signedlwes of arying lengths. Often yoll'need to
add a byte quantity to aord quantityYou must signx@end the byte quantity to aond before the operation
takes place. Other operations (multiplication andsiton, in particular) may require a sigrtension to
32-bits.You must not signxtend unsignedalues.

Si gn Extension:
Eight Bits Sixteen Bits Thirty-two Bits

$80 $FF80 $FFFF_FF80
$28 $0028 $0000_0028
$9A $FF9A $FFFF_FFOA
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$7F $007F $0000_007F
— $1020 $0000_1020
— $8086 $FFFF_8086

To extend an unsigned byte you must zextead the alue. Zero gtension is ery easy — just store a
zero into the H.O. byte(s) of the dgr operand. & example, to zeroxd¢end the alue $82 to 16-bits you
simply add a zero to the H.O. byte yielding $0082.

Zer o Extension:

E ght Bits Sixteen Bits Thirty-two Bits
$80 $0080 $0000_0080
$28 $0028 $0000_0028
$9A $009A $0000_009A
$7F $007F $0000_007F
— $1020 $0000_1020
— $8086 $0000_8086

The 80x86 pruides sgeral instructions that will let you sign or zesdend a smaller number to ader
number The first group of instructions we will look at will sigitend theAL, AX, or EAX register These
instructions are

e cbw(); /I Converts the byte in AL to a word in AX via sign extension.

e cwd(); /I Converts the word in AX to a double word in DX:AX

e cdq(); /I Converts the double word in EAX to the quad word in EDX:EAX
e cwde(); /I Converts the word in AX to a doubleword in EAX.

Note that the CWD (convert word to doubleword) instruction does not sign extend the word in AX to the
doubleword in EAX. Instead, it stores the H.O. doubleword of the sign extension into the DX register (the
notation “DX:AX” tells you that you have a double word value with DX containing the upper 16 bits and AX
containing the lower 16 bits of the value). If you want the sign extension of AX to go into EAX, you should
use the CWDE (convert word to doubleword, extended) instruction.

The four instructions above are unusual in the sense that these are the first instructions you've seen that
do not have any operands. These instructions’ operandsalied by the instructions themsels.

Within a fev chapters you will disar just hev important these instructions are, andyvthe CWD
and CDQ instructions Wmlve the DX and EDX mgisters. Huavever, for simple sign xension operations,
these instructions ke a fev major dravbacks - you do not get to specify the source and destination oper
ands and the operands must gsters.

For general sign»aension operations, the 80x86 yides an rtension of the M® instruction,
MOVSX (move with sign &tension), that copies data and sigtteads the data while cgimg it. The
MOVSX instructions syntax is gry similar to the M® instruction:

nmovsx( source, dest );

The big diference in syntax between this instruction and the MOV instruction is the fact that the destination
operand must be larger than the source operand. That s, if the source operand is a byte, the destination oper
and must be a word or a double word. Likewise, if the source operand is a word, the destination operand
must be a double word. Another difference is that the destination operand has to be a register; the source
operand, however, can be a memory locAtion

To zero &tend a walue, you can use thOVZX instruction. It has the same syntax and restrictions as
the MOVSX instruction. Zeroxtending certain eight-bit gésters (AL, BL, CL, and DL) into their core
sponding 16-bit rgisters is easily accomplished without using WEX by loading the complementary H.O.

4. This doesn’t turn out to be much of a limitation because sign extension almost always precedes an arithmetic operation
which must take place in a register.
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register (AH, BH, CH, or DH) with zero. Q@ibusly, to zero gtend AX into DX:AX or EAX into
EDX:EAX, all you need to do is load DX or EDX with z&ro

The folloving sample program demonstrates the use of the signston instructions:

progr am si gnExt ensi on;
#include( “stdlib.hhf” );

static
i 8: ints;
i 16: int16;
i 32: int32;

begi n si gnExt ensi on;

stdout.put ( “Enter a small negative nunber: * );
stdin.get( i8);

stdout.put( nl, “Sign extension using CBWand CNE: ", nl, nl );

nov( i8, al );

stdout.put( “You entered “, i8, “ (%", al, “)", nl );

cbhw();

nmov( ax, 116 );

stdout. put( “16-bit sign extension: “, i16, “ ($", ax, “)", nl );
cwde() ;

nmov( eax, 132 );

stdout.put( “32-bit sign extension: “, i32, “ (%", eax, “)”, nl );

stdout. put( nl, “Sign extension using MVSX ", nl, nl );

novsx( 8, ax );
nmov( ax, 116 );
stdout.put( “16-bit sign extension: “, i16, “ ($", ax, “)", nl );

novsx( i8, eax );
nov( eax, i32);
stdout.put( “32-bit sign extension: “, i32, “ (%, eax, “)", nl );

end si gnExt ensi on;

Program 3.18 Sign Extension Instructions

Sign contraction, comrting a \alue with some number of bits to the identicalue with a fever num
ber of bits, is a little more troublesome. Sigieasion neer fails. Gven anm-bit signed alue you can
always cowert it to ann-bit number (wher@ > m) using sign gtension. Unfortunate)ygiven ann-bit num
ber, you cannot alays comert it to anm-bit number ifm < n. For example, consider thealue -448As a
16-bit hexadecimal numbeiits representation is $FE40. Unfortunatée magnitude of this number is too
large to ft into an eight bit &lue, so you cannot sign contract it to eight Hitds is an gample of an eer
flow condition that occurs upon ogrsion.

5. Zero extending into DX:AX or EDX:EAX is just as necessary as the CWD and CDQ instructions, as you will eventually
see.
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To properly sign contract onabe to anotheryou must look at the H.O. byte(s) that yoanwto dis
card.The H.O. bytes you wish to rem@must all contain either zero or $FFyou encounter gnother \al-
ues, you cannot contract it withoutesflow. Finally, the H.O. bit of your resultingalue must matckvery
bit you've remwed from the numbeExamples (16 bits to eight bits):

$FF80 can be sign contracted to $80.
$0040 can be sign contracted to $40.
$FE40 cannot be sign contracted to 8 bhits.
$0100 cannot be sign contracted to 8 bits.

Another way to reduce the size of an igéz is through saturation. Saturation is useful in situations
where you must coert a lager object to a smaller object and yeuilling to live with possible loss of
precision. To corvert a \alue via saturation you simply cpghe lager \alue to the smalleralue if it is not
outside the range of the smaller object. If thgdaralue is outside the range of the smalkgue, then you
clip the \alue by setting it to the Igest (or smallest)alue within the range of the smaller object.

For example, when corerting a 16-bit signed inger to an eight-bit signed irger, if the 16-bit alue is
in the range -128..+127 you simply goghe L.O. byte of the 16-bit object to the eight-bit object. If the
16-bit signed &lue is greater than +127, then you clip thtug to +127 and store +127 into the eight-bit
object. Lilewise, if the alue is less than -128, you clip thedi eight bit object to -128. Saturationks
the same &y when clipping 32-bitalues to smalleralues. If the lager \alue is outside the range of the
smaller alue, then you simply set the smallafue to the &lue closest to the out of rangawe that you can
represent with the smalleale.

Obviously, if the lager \alue is outside the range of the smallgue, then there will be a loss of preci
sion during the corersion. While clipping the alue to the limits the smaller object imposes igenelesir
able, sometimes this is acceptable as the alteenadi to raise anxeeption or otherwise reject the
calculation. Br mary applications, such as audio or video processing, the clipped result is still recogniz
able, so this is a reasonable wension to use.

3.11

Shifts and Rotates

Another set of logical operations which apfybit strings are thehiftandrotateoperationsThese tvo
categories can be further brek davn intoleft shifts, left otates, right shiftsandright rotates.These opera
tions turn out to bex¢remely useful to assembly language programmers.

Theleft shift operation mees each bit in a bit string one position to the left Egare 3.8.

Figure 3.8 Shift Left Operation

Page’6

Bit zero mwes into bit position one, the pieus \alue in bit position one nves into bit position tw,
etc.There are, of course, bnguestions that naturally arise: “What goes into bit zero?” and “Where does bit
seven wind up?” We'll shift a zero into bit zero and the pieus \alue of bit seen will be thecarry out of
this operation.

The 80x86 preides a shift left instruction, SHL, that performs this useful operafitve. syntax for the
SHL instruction is the follwing:
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shl ( count, dest );

The count operand is eitheCL” or a constant in the range 0..n, where n is one less than the number of bits
in the destination operand (i.e., n=7 for eight-bit operands, n=15 for 16-bit operands, and n=31 for 32-bit
operands). The dest operand is a typical dest operand, it can be either a memory location or a register.

When the count operand is the constant one, the SHL instruction does the following:

H.O. Bit 4 3 2 1 0

Figure 3.9 Operation of the SHL( 1, Dest) Instruction

In Figure 3.9the “C” represents the carnadl. That is, the bit shifted out of the H.O. bit of the operand
is moved into the carry lg. Therefore, you can test foverflow after a SHL( 1, dest) instruction by testing
the carry fhg immediately after xecuting the instruction (e.g., by using “@c) then. or
“if( @nc) then..?).

Intel's literature suggests that the state of the caagyifl undefied if the shift count is aalue other
than one. Usuallythe carry fhg contains the last bit shifted out of the destination operandhtel doesrt’
seem to guarantee this. If you need to shift more than one bit out of an operand and you need to capture all
the bits you shift out, you should &k look at the SHLD and SHRD instructions in the appendicies.

Note that shifting aalue to the left is the same thing as multiplying it by its radix.ekample, shifting
a decimal number one position to the left ( adding a zero to the right of the nurfdE®edy multiplies it
by ten (the radix):

1234 shl 1 = 12340 (shl 1 neans shift one digit position to the |eft)

Since the radix of a binary number isotvghifting it left multiplies it by two. If you shift a binary value to
the left twice, you multiply it by two twice (i.e., you multiply it by four). If you shift a binary value to the left
three times, you multiply it by eight (2*2*2). In general, if you shift a value to the tafies, you multiply
that value by 2

A right shift operation wrks the same ay, except wete moving the data in the opposite direction. Bit
se/en maves into bit six, bit six mees into bit fve, bit five moves into bit fouretc. During a right shift, wi’
move a zero into bit sen, and bit zero will be the carry out of the operation Fégere 3.10.

Figure 3.10 Shift Right Operation

As you would probably gpect by nav, the 80x86 praides aSHR instruction that will shift the bits to
the right in a destination operanitlhe syntax is the same as the SHL instructiaept, of course, you spec
ify SHR rather than SHL:

SHR( count, dest );
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This instruction shifts a zero into the H.O. bit of the destination operand, it shifts all the other bits one place
to the right (that is, from a higher bit number to a lower bit number). Finally, bit zero is shifted into the carry
flag. If you specify a count of one, the SHR instruction does the following:

H.O. Bit 54 3 2 1 0

Figure 3.11 SHR( 1, Dest ) Operation

Once agin, Intels documents suggest that shifts of more than one bi ke carry in an undegd
state.

Since a left shift is equalent to a multiplication by tey it should come as no surprise that a right shift
is roughly comparable to aviion by two (or, in general, a dision by the radix of the number). If you per
form n right shifts, you will dvide that number by™

There is one problem with shift rights with respect tositin: as described abe a shift right is only
equialent to anunsigneddivision by two. For example, if you shift the unsigned representation of 254
(OFEh) one place to the right, you get 127 (07Fkgcty what you wuld expect. Havever, if you shift the
binary representation of -2 (OFEh) to the right one position, you get 127 (07Fh), whattcasrect.This
problem occurs because we'shifting a zero into bit gen. If bit s&#en preiously contained a one, we’
changing it from a rgative to a positie numberNot a good thing whendding by two.

To use the shift right as aviion operatqgrwe must defie a third shift operatiorarithmetic shift
right®. An arithmetic shift right wrks just lile the normal shift right operation|@ical shift righ) with one
exception: instead of shifting a zero into biver, an arithmetic shift right operation Vea bit seen alone,
that is, during the shift operation it does not modify thiei@ of bit seen asFigure 3.12shawvs.

Figure 3.12 Arithmetic Shift Right Operation

This generally produces the result yogect. For example, if you perform the arithmetic shift right opera

tion on -2 (OFEh) you get -1 (OFFh). Keep one thing in mind about arithmetic shift right, however. This oper
ation always rounds the numbers to the closest intelgieh is less than or equal to the actual resBlised

on experiences with high level programming languages and the standard rules of integer truncation, most
people assume this means that a division always truncates towards zero. But this simply isn’t the case. For
example, if you apply the arithmetic shift right operation on -1 (OFFh), the result is -1, not zero. -1 is less
than zero so the arithmetic shift right operation rounds towards minus one. This is not a “bug” inthe arith
metic shift right operation, it's just uses a diffferent (though valid) definition of integer division.

6. There is no need for an arithmetic shift left. The standard shift left operation works for both signed and unsigned numbers,
assuming no overflow occurs.

Pager8 © 2001, By Randall Hyde Beta Draft - Do not distribute



Data Representation

The 80x86 preides an arithmetic shift right instructiocBAR (shift arithmetic right).This instructions
syntax is nearly identical to SHL and SHRhe syntax is

SAR( count, dest );

The usual limitations on the count and destination operands appily instruction does the following if the
count is one:

Figure 3.13 SAR(1, dest) Operation

Once agin, Intels documents suggest that shifts of more than one bi kb carry in an undefd
state.

Another pair of useful operations awgate leftandrotate right These operations belalike the shift
left and shift right operations with one majorféience: the bit shifted out from one end is shifted back in at
the other end.

Figure 3.14 Rotate Left Operation

7 6 5 4 3 2 1 0

i S i

Figure 3.15 Rotate Right Operation

The 80x86 preidesROL (rotate left) andROR (rotate right) instructions that do these basic operations
on their operandsThe syntax for these twinstructions is similar to the shift instructions:

rol ( count, dest );
ror( count, dest );
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Once agin, this instructions prxade a special bek#r if the shift count is one. Under this condition

these tw instructions also cgpthe bit shifted out of the destination operand into the caagydb the fol
lowing two figures she:

H.O. Bit

Figure 3.16 ROL( 1, Dest) Operation

Note that, Inteb documents suggest that rotates of more than one bit leave the carry in an undefined state.

H.O. Bit 5 4 3 2 1 0
- ]
c <

Figure 3.17 ROR( 1, Dest ) Operation

It will turn out that it is often more cornient for the rotate operation to shift the output bit through the
carry and shift the puous carry alue back into the input bit of the shift operatidie 80x86RCL (rotate
through carry left) anRCR (rotate through carry right) instructions aghithis for you.These instructions
use the follaving syntax:

RCL( count, dest );
RCR( count, dest );

As is true for the other shift and rotate instructions, the count operand is either a consta@t aeghe
ister and the destination operand is a memory locatiorgmtee The count operand must beaue that is
less than the number of bits in the destination operanda Eount glue of one, these twinstructions do
the following:
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Figure 3.18 RCL( 1, Dest) Operation

H.O. Bit 5 4 3 2 1 O

Figure 3.19 RCR( 1, Dest) Operation

Again, Intel's documents suggest that rotates of more than one bit leave the carry in an undefined state.

3.12 Bit Fields and Packed Data

Although the 80x86 operates mosti@ently on byte, wrd, and double ard data types, occasionally
you'll need to vork with a data type that uses some number of bits other than eight, 16, or 8arfple,
consider a date of the form “04/02/01". It éskthree numericalues to represent this date: a month, dag
year \alue. Months, of course, talon the wlues 1..12. It will require at least four bits (maximum of sixteen
different \alues) to represent the month. Days range between 1..31. So it wilivekits (maximum of 32
different \alues) to represent the day enfrige year alue, assuming that we’working with values in the
range 0..99, requires\an bits (which can be used to represent up to 12&relift \alues). Bur plus fie
plus s&en is 16 bits, or ta bytes. In other wrds, we can pack our date data into twtes rather than the
three that wuld be required if we used a separate byte for each of the monttandiayear a&lues.This
saves one byte of memory for each date stored, which could be a substamni@ifsgou need to store a lot
of datesThe bits could be arranged aswhdn the follaving figure:
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15 14 13 12 11 10 9 8 5 4 3 2 1 O

MMMMW_[.__\YYYYYYY

Figure 3.20 Short Packed Date Format (Two Bytes)

MMMM represents the four bits making up the mongtiue, DDDDD represents thevdi bits making
up the dayandYYYYYYY is the seven bits comprising the yedfach collection of bits representing a data
item is abit field. April 2nd, 2001 vould be represented as $4101:

0100 00010 0000001 = 9%9100_0001_0000_0001 or $4101
4 2 01

Although packd \alues arespace dicient (that is, \ery eficient in terms of memory usage), yhare
computationallyinefiicient(slow!). The reason? It ta&s extra instructions to unpack the data pagtknto the
various bit felds.These gtra instructions tad additional time toxecute (and additional bytes to hold the
instructions); hence, you must carefully consider whetherguadita &lds will sae you agthing. The
following sample program demonstrates tHerethat must go into packing and unpacking this 16-bit date
format:

Page82

pr ogr am dat eDenv;

#incl ude( “stdlib. hhf” ):

static
day: unss8;
nmont h: uns8;
year: unss;

packedDat e: wor d;
begi n dat eDenv;

stdout.put( “Enter the current nonth, day, and year: “ );
stdin.get( nonth, day, year );

/'l Pack the data into the follow ng bits:
Il

/115 14 13 12 11 10 9
d d

8 7 6 5 4 3 2 1 0
/I m m m md d dy vy vy yyyy

nov( 0, ax );
nov( ax, packedDate ); //Just in case there is an error.
if( month > 12 ) then
stdout. put( “Mnth value is too large”, nl );
elseif( nonth = 0 ) then
stdout. put ( “Month val ue nust be in the range 1..12", nl );

elseif( day > 31 ) then

stdout.put( “Day value is too large”, nl );
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elseif( day = 0 ) then

stdout. put ( “Day value must be in the range 1..31", nl );
el seif( year > 99 ) then

stdout. put ( “Year value nust be in the range 0..99", nl );
el se

nmov( nonth, al );

shl( 5, ax );

or( day, al );

shl (7, ax );

or( year, al );

nmov( ax, packedDate );
endif;

/1 Ckay, display the packed val ue:

stdout. put ( “Packed data = $”, packedDate, nl );

/1 Unpack the date:

nov( packedDate, ax );
and( $7f, al ); /1l Retrieve the year val ue.
nov( al, year );

nov( packedDate, ax ); // Retrieve the day val ue.
shr( 7, ax );

and( %4_1111, al );

nov( al, day );

nov( packedDate, ax ); // Retrive the nmonth val ue.
rol (4, ax );

and( %4111, al );

nmov( al, nmonth );

stdout.put( “The date is “, nonth, “/", day, “/", year, nl );

end dat eDeno;

Program 3.19 Packing and Unpacking Date Data

Of course, haing gone through the problems wit2K, using a date format that limits you to 100 years
(or even 127 years) ould be quite foolish at this time. If yog’concerned about your soéive running 100
years from nw, perhaps it wuld be wise to use a three-byte date format rather thao-bytte formatAs
you will see in the chapter on arraysyweeer, you should alays try to create data objects whose length is
an e’en paver of two (one byte, tw bytes, four bytes, eight bytes, etc.) or you will pay a performanee pen
alty. Hence, it is probably wise to go ahead and use four bytes and pack this data o @dable. Fig-
ure 3.21shavs a possible dataganization for a foubyte date.
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31 16 15 8 7 0

Year (0-65535) Month (1-12) Day (1-31) |

Figure 3.21 Long Packed Date Format (Four Bytes)

Page84

In this long packd data format seral changes were madeybad simply &tending the number of bits
associated with the yeaFirst, since there are lots ofte bits in a 32-bit derd variable, this format allots
extra bits to the month and daglfis. Since these bwfields consist of eight bits each, yhean be easily
extracted as a byte object from theahd. This leaves fever bits for the yeatut 65,536 years is probably
sufficient; you can probably assume without too much concern that youasafill not still be in use 63
thousand years from mowhen this date format will wrap around.

Of course, you could gue that this is no longer a packdate format.After all, we needed three
numeric \alues, tvo of which ft just nicely into one byte each and one that should probabtydideast tw
bytes. Since this “paekl” date format consumes the same four bytes as the wapakion, what is so
special about this format®ell, another diierence you will note between this long pedldate format and
the short date format appearingHigure 3.20s the fct that this long date format rearranges the bits so the
Yearis in the H.O. bit positions, tHdonthfield is in the middle bit positions, and thay field is in the L.O.
bit positions. This is important because it allg you to ery easily compare twdatedo see if one date is
less than, equal to, or greater than another date. Consider tiérfglmde:

nov( Datel, eax ); /1 Assume Datel and Date2 are dword vari abl es
if( eax > Date2 ) then // using the Long Packed Date fornmat.

<< do sonething if Datel > Date2 >>
endif;

Had you lept the different date fields in separate variables, or organized the fields differently, you would not
have been able to compdbatel and Date2in such a straight-forward fashion. Therefore, this example
demonstrates another reason for packing data even if you don’t realize any space savings- it can make certain
computations more convenient or even more efficient (contrary to what normally happens when you pack
data).

Examples of practical packed data types abound. You could pack eight boolean values into a single byte,
you could pack two BCD digits into a byte, etc. Of course, a classic example of packed data is the FLAGs
register (see Figure 3.22). This register packs nine important boolean objects (along with seven important
system flags) into a single 16-bit register. You will commonly need to access many of these flags. For this
reason, the 80x86 instruction set provides many ways to manipulate the individual bits in the FLAGs regis-
ter. Of course, you can test many of the condition code flags using the HLA @c, @nc, @z, @nz, etc.,
pseudo-boolean variables in an IF statement or other statement using a boolean expression.

In addition to the condition codes, the 80x86 provides instructions that directly affect certain flags.
These instructions include the following:

e cld(Q; Clears (sets to zero) the direction flag.

o std(); Sets (to one) the direction flag.

o cli); Clears the interrupt disable flag.

o sti(); Sets the interrupt disable flag.

o cle(); Clears the carry flag.

* stc(); Sets the carry flag.

« cmc(); Complements (inverts) the carry flag.

e sahf(); Stores the AH register into the L.O. eight bits of the FLAGs register.
o lahf(); Loads AH from the L.O. eight bits of the FLAGSs register.
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There are other instructions thafeat the FLAGs register as well, these, however, demonstrate how to
access several of the packed boolean values in the FLAGs register. The LAHF and SAHF instructions, in
particular, provide a convenient way to access the L.O. eight bits of the FLAGs register as an eight-bit byte
(rather than as eight separate one-bit values).

Overflow

Direction Reserved
Interrupt for System
Trace Purposes
Sign

Zero

Auxiliary Carry

Parity

Carry

Figure 3.22 The FLAGs Register as a Packed Data Type

The LAHF (loadAH with the L.O. eight bits of the FL@s reayister) and the SAHF (stoAeH into the
L.O. byte of the FL&s raister) use the follwing syntax:

lahf();
sahf () ;

3.13 Putting It All Together

In this chapter yowe seen he we represent numeri@hlues inside the comput&iou’ve seen he to
represent alues using the decimal, binagnd h&adecimal numbering systems as well as thiemifice
between signed and unsigned numeric representation. Since we representveeghing else inside a
computer using numeri@lues, the material in this chapter &wimportant.Along with the base represen
tation of numeric alues, this chapter discusses tinédi bit-string oganization of data on typical computer
systems, spedally bytes, wrds, and doubleords. Neat, this chapter discusses arithmetic and logical
operations on the numbers and presents some30&86 instructions to apply these operationséaimes
inside the CPU. Finallythis chapter concludes by sting hav you can pack seral diferent numeric &l-
ues into a fied-length object (lik a byte, wrd, or double/ord).

Absent from this chapter is anliscussion of non-inger data. &r example, hav do we represent real
numbers as well as igers? Hw do we represent characters, strings, and other non-numeric \8atg?
that's the subject of the rechapterso leep on reading...
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