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Bit Manipulation Chapter Five

5.1

Chapter Overview

Manipulating bits in memory is, perhaps, the thing that assembly language ismossffor Indeed,
one of the reasons people claim that the “C” programming language is a “medalifrideguage rather
than a high teel language is because of thesvarray of bit manipulation operators that ityisles. Een
with this wide array of bit manipulation operations, the C programming language tdoesite as com
plete a set of bit manipulation operations as assembly language.

This chapter will discuss oto manipulate strings of bits in memory angdiseers using 80x86 assem
bly language.This chapter bgins with a reiew of the bit manipulation instructions\ared thusdr and it
also introduces a ¥e new instructions. This chapter ndews information on packing and unpacking bit
strings in memory since this is the basis for ynhit manipulation operations. Finallthis chapter dis
cusses seeral bit-centric algorithms and their implementation in assembly language.

5.2

What is Bit Data, Anyway?

Before describing he to manipulate bits, it might not be a bad idea tonge&actly what this tet
means by “bit datd.Most readers probably assume that “bit manipulation programs” twiddiednél bits
in memory While programs that do this are dgfely “bit manipulation progranisywe’re not going to limit
this title to just those programs.oFour purposes, bit manipulation refers torking with data types that
consist of strings of bits that are non-contiguous or are noteanraultiple of eight bits long. Generally
such bit objects will not represent numeric gaes, although we will not place this restriction on our bit
strings.

A bit stringis some contiguous sequence of one or more bits (this temmagplies if the bit string’
length is aneen multiple of eight bits). Note that a bit string does netha start or end at grspecial
point. For example, a bit string could start in bitvea of one byte in memory and continue through to bit six
of the nat byte in memory Likewise, a bit string could lggn in bit 30 of EAX, consume the upperdJits
of EAX, and then continue from bit zero through bit 17 of EBX. In mejtbey bits must be pilically
contiguous (i.e., the bit numbers areva}s increasing>@ept when crossing a byte boundaagd at byte
boundaries the byte number increases by one). gistees, if a bit string crosses ajiger boundarythe
application defies the continuation géster lut the bit string alays continues in bit zero of that secongt re
ister

A bit setis a collection of bits, not necessarily contiguous (though it may be), within sayee diata
structure. Br example, bits 0..3, 7, 12, 24, and 31 from some doublelwbject forms a set of bits. Usu
ally, we will limit bit sets to some reasonably sizehtainer objec{that is, the data structure that encapsu
lates the bit set),ut the defiition doesrt specifcally limit the size.  Normallywe will deal with bit sets
that are part of an object no more than about 32 or 64 bits in size. Note that bit strings are special cases of bit
sets.

A bit runis a sequence of bits with all the samaéue. A run of zeosis a bit string containing all zeros,
arun of oness a bit string containing all one3hefirst set biin a bit string is the bit position of thedi bit
containing a one in a bit string, i.e., thestfi‘l’ bit following a possible run of zero#\ similar defhition
exists for thefirst clear bit Thelast set bits the last bit position in a bit string containing that contains ‘1’;
afterwards, the remainder of the string forms an uninterrupted run of zA&resnilar defhition exists for
thelast clear bit

A bit offsetis the number of bits from some boundary position (usually a byte boundary) to thedpecifi
bit. As noted involume One, we number the bits starting from zero at the boundary location. Ffettasof
less than 32, then the biffedt is the same as the bit number in a bytedwor double wrd value.
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A maskis a sequence of bits that Weise to manipulate certain bits in anothalue. r example, the
bit string %0000_1111 0000, when used withAN® instruction, can maskay (clear) all the bitsxeept
bits four through se=n. Likewise, if you use this samabue with the OR instruction, it can force bits four
through seen to ones in the destination operafthe term “mask” comes from the use of these bit strings
with the AND instruction; in those situations the one and zero bitsveeliiee masking tape when yoe’
painting something; tlygpass through certain bits unchanged while masking out the other bits.

Armed with these defitions, wete ready to start manipulating some bits!

5.3 Instructions That Manipulate Bits

Bit manipulation generally consists of six aites: setting bits, clearing bits varting bits, testing and
comparing bits, x@racting bits from a bit string, and inserting bits into a bit string. By yau should be
familiar with most of the instructions wetse to perform these operations; their introduction starssd w
back in the earliest chaptersMaflume One. Neertheless, i worthwhile to reiew the old instructions here
as well as present thenfeoit manipulation instructions wee yet to consider

The most basic bit manipulation instructions areAN®, OR, XOR, N, TEST, and shift and rotate
instructions. Indeed, on the earliest 80x86 processors, these were the only instruail@iole for bit man
pulation.The following paragraphs vew these instructions, concentrating orwhgou could use them to
manipulate bits in memory orgisters.

The AND instruction preides the ability to stripwaay unwanted bits from some bit sequence, replacing
the unvanted bits with zerosThis instruction is especially useful for isolating a bit string or a bit set that is
meiged with otherunrelated data (pat least, data that is not part of the bit string or bit set).efample,
suppose that a bit string consumes bit positions 12 through 24 of the gis¥reve can isolate this bit
string by setting all other bits in EAX to zero by using the foilfigy instruction:

and( 94_1111 1111 1111 0000 _0000_0000, eax );

Most programs use theND instruction to clear bits that are not part of the desired bit string. In theory, you

could use the OR instruction to mask all unwanted bits to ones rather than zeros, but later comparisons and

operations are often easier if the unneeded bit positions contain zero.

IXIXIXEXIXIX]X| S| S| S| S S[ S| S[S| S| S| S| S| S| X] X| X[ X] X| X] X[ X] X] X] X] X]

[0fofoJofofoJof1]1[1][1[1]1[1]1][1[1]1][1]1]0[0]0]0[0[0]0]0]0[0]0]O]

[0[0[0]0[0[O]O[S[S[S[S[S[S[S|S[S[S|S[S|S[0[0]0]0[0[0]0]0]0][0]0] O]

Using a bit mask to isolate bits 12..24 in EAX
Top: Original value in EAX. Middle: Bit Mask. Bottom: Final Value in EAX.

Figure 5.1 Isolating a Bit String Using the AND Instruction

Once yowe cleared the unneeded bits in a set of bits, you can often operate on the bit set iroplace. F
example, to see if the string of bits in positions 12 through 24 of EAX contain $12F3 you could use the fol
lowing code:
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and( 9%_1111 1111 1111 0000_0000_0000, eax );
cnp( eax, 94_0010_1111 0011 0000_0000_0000 );

Heres another solution, using constant expressions, that’s a little easier to digest:

and( %d_1111 1111 1111 0000 _0000_0000, eax );
cp( eax, $12F3 << 12 ); [/ “<<12” shifts $12F3 to the left 12 bits.

Most of the time, havever, you'll want (or need) the bit string aligned with bit zero in EAX prior tp an
operations you wuld want to perform. Of course, you can use the SHR instruction to properly align the
value after yowe maslkd it:

and( 9%d_1111 1111 1111 0000_0000_0000, eax );

shr( 12, eax );

cp( eax, $12F3 );

<< O her operations that requires the bit string at bit #0 >>

Now that the bit string is aligned to bit zero, the constants and other values you use in conjunction with this
value are easier to deal with.

You can also use the OR instruction to mask unwanted bits around a set of bits. However, the OR
instruction does not let you clear bits, it allows you to set bits to ones. In some instances setting all the bits
around your bit set may be desirable; most software, however, is easier to write if you clear the surrounding
bits rather than set them.

The OR instruction is especially useful for inserting a bit set into some other bit string. To do this, there
are several steps you must go through:

e Clear all the bits surrounding your bit set in the source operand.
e Clear all the bits in the destination operand where you wish to insert the bit set.
e OR the bit set and destination operand together.

For example, suppose you have a value in bits 0..12 of EAX that you wish to insert into bits 12..24 of EBX
without affecting any of the other bits in EBX. You would begin by stripping out bits 13 and above from
EAX; then you would strip out bits 12..24 in EBX. Next, you would shift the bits in EAX so the bit string
occupies bits 12..24 of EAX. Finally, you would OR the value in EAX into EBXKgpae 5.2

and( $1FFF, eax ); /1 Strip all but bits 0..12 fromEAX
and( $1FF_FO00, ebx ); // Qear bits 12..24 in EBX
shl ( 12, eax ); /1 Move bits 0..12 to 12..24 in EAX
or( eax, ebx ); /1 Merge the bits into EBX

EBX:
IXEXEXEXTXEXEXTYTYIYTYLYTYTYY]YEYTYTYTYX]XTXEX]XTX] XX X]X]X]X]

EAX:
U] U[U] U[U[U[ U[U[ U] U[U[ U] U] U[U[ U U[U[ U[A] A] A[A] A] A[A[ A[A[ A[ A[ A[ Al

Step One: Stip the unneeded bits from EAX (the “U” bits)
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EBX:
IXEXIXEXEXTX]XTY]YTYTYTYTYTYTYT YT YT YT YT Y] XX X]XX]X] X X]X] XX X

EAX:
[0]oJojojojofofofo[o[o0]0[0]0[O]O[OJO[O[A[A[A[AJAJA[A]AJAJA[AA[A|

Step Two: Mask out the destination bit field in EBX

EBX:
IXIX[X]X[X[X] X]0[0]0[0[0[0[0]0[0[0]0] O] O] X] X| X] X X| X] X] X| X] X] X] X]|

EAX:
[0]ojojojojofofofofofojofo[O[o]O[OJO[O[A[A[A[A[AJA[AJAJAJA[A[A[A|

Step Three: Shift the bits in EAX 1@ositions to the left to an them with the destination bit field.

EBX:
IXIX[XIX[X[X] X]o[o]o[0[0[0[0]0[0[0]0] O] O] X] X| X] X] X| X] X| X| X] X] X] X]|

EAX:
[0]ofojofofo[O[A[AJA[A[A[A[A|A]A|AJA]AJAJO]O]O]O]Of0[0f0[O[ O[O0

Step Four: Mepge the value in EAX with the value in EBX

EBX:
IXIXEXEXIXEX]XTAJAJATA] AJATATA] AL ATA] AJALXE XXX XTX]X]XX]X]X]X]

EAX:
[0[o]ofojojo]o[A[A[A]A[AJAJA[A[A[A]A]A[A[0][0]0]0[0]0[0]0[0[0]O]O]

Final result isin EBX.

Figure 5.2 Inserting Bits 0..12 of EAX into Bits 12..24 of EBX

In this xample the desired bits (AAAAAAAAAAAAA) formed a bit string. However, this algorithm still
works fine even if youre manipulating a non-contiguous set of bits. All you've got to do is to create an

appropriate bit mask you can use for ANDing that has ones in the appropriate places.

When working with bit masks, it is incredibly poor programming style to use literal numeric constants
as in the past few examples. You should always create symbolic constants in the HLA CONST (or VAL)
section for your bit masks. Combined with some constant expressions, you can produce code that is much

easier to read and maintain. The current example code is more properly written as:
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const
StartPosn: 12;
Bi t Mask: dword := $1FFF << Start Posn; /1 Mask occupies bits 12..24

shl ( StartPosn, eax ); /1 Move into position.

and( BitMask, eax ); /1 Strip all but bits 12..24 from EAX
and( !BitMask, ebx ); // Oear bits 12..24 in EBX

or( eax, ebx ); /1 Merge the bits into EBX

Notice the use of the compile-time not operator (“!") teeirt the bit mask in order to clear the bit positions

in EBX where the code inserts the bits from EAX. This saves having to create another constant in the pro
gram that has to be changed anytime you modifyBilldask constant. Having to maintain two separate
symbols whose values are dependent on one another is not a good thing in a program.

Of course, in addition to merging one bit set with another, the OR instruction is also useful for forcing
bits to one in a bit string. By setting various bits in a source operand to one you can force the corresponding
bits in the destination operand to one by using the OR instruction.

The XOR instruction, as you may recall, gives you the ability to invert selected bits belonging to a bit
set. Although the need to invert bits isn’t as common as the need to set or clear them, the XOR instruction
still sees considerable use in bit manipulation programs. Of course, if you want to invert all the bits in some
destination operand, the NOT instruction is probably more appropriate than the XOR instruction; however,
to invert selected bits while not affecting others, the XOR is the way to go.

One interesting fact about XOR'’s operation is that it lets you manipulate known data in just about any
way imaginable. For example, if you know that a field contains %1010 you can force that field to zero by
XORIing it with %1010. Similarly, you can force it to %1111 by XORing it with %0101. Although this
might seem like a waste, since you can easily force this four-bit string to zero or all ones using AND or OR,
the XOR instruction has two advantages: (1) you are not limited to forcing the field to all zeros or all ones;,
you can actually set these bits to any of the 16 valid combinations via XOR; (2) if you need to manipulate
other bits in the destination operand at the same time, AND/OR may not be able to accommodate you. For
example, suppose that you know that one field contains %1010 that you want to force to zero and another
field contains %1000 and you wish to increment that field by one (i.e., set the field to %1001). You cannot
accomplish both operations with a single AND or OR instruction, but you can do this with a single XOR
instruction; just XOR the first field with %1010 and the second field with %0001. Remember, however, that
this trick only works if you know the current value of a bit set within the destination operand. Of course,
while you're adjusting the values of bit fields containing known values, you can invert bits in other fields
simultaneously.

In addition to setting, clearing, and inverting bits in some destination operand, the AND, OR, and XOR
instructions also affect various condition codes in the FLAGSs register. These instructions affect the flags as
follows:

e These instructions always clear the carry and overflow flags.

e These instructions set the sign flag if the result has a one in the H.O. bit; they clear it otherwise.
l.e., these instructions copy the H.O. bit of the result into the sign flag.

e These instructions set/clear the zero flag depending on whether the result is zero.

e These instructions set the parity flag if there are an even number of set bits in the L.O. byte of
the destination operand, they clear the parity flag if there are an odd number of one bits in the
L.O. byte of the destination operand.

The first thing to note is that these instructions always clear the carry and overflow flags. This means that
you cannot expect the system to preserve the state of these two flags across the execution of these instruc
tions. A very common mistake in many assembly language programs is the assumption that these instruc
tions do not affect the carry flag. Many people will execute an instruction that sets/clears the carry flag,
execute an AND/OR/XOR instruction, and then attempt to test the state of the carry from the previous
instruction. This simply will not work.
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One of the more interesting aspects to these instructions is thaofyethe H.O. bit of their result into
the sign fhg. This means that you can easily test the setting of the H.O. bit of the result by testing the sign
flag (using SETS/SETNS, JS/INS, or by using the @S/@NSift a boolearxpression). Br this reason,
mary assembly language programmers will often place an important boa@eable in the H.O. bit of
some operand so thean easily test the state of that bit using the signdfter a logical operation.

We haren't talked much about the parityafi in this tet. Indeed, earlieralumes hae done little more
than acknwledge its gistence.We’re not going to get into a big discussion of thag fand what you use it
for since the primary purpose for thiadlhas been tak aver by hardvare!. However, since this is a chap
ter on bit manipulation and parity computation is a bit manipulation operation, it seemgtimgtdi pre
vide a brief discussion of the paritad at this time.

Parity is a \ery simple error detection scheme originally ergptbby telgraphs and other serial cem
munication schemesThe idea vas to count the number of set bits in a character and includerarb# in
the transmission to indicate whether that character containegtammeodd number of set bit$he recei-
ing end of the transmissionowld also count the bits an@nfy that the &tra “parity” bit indicated a suc
cessful transmissionWe're not going to xplore the information theory aspects of this error checking
scheme at this point other than to point out that the purpose of the @ayity fd help compute thatue of
this etra bit.

The 80x86AND, OR, and XOR instructions set tharity bit if the L.O. byte of their operand contains
an ezen number of set bitg\n important &ct bears repeating here: the pariagfbnly refécts the number of
set bits in the L.O. byte of the destination operand; it does not include the H.O. bytesrih double
word, or other sized operandhe instruction set only uses the L.O. byte to compute the parity because com
munication programs that use parity are typically charaxtented transmission systems (there are better
error checking schemes if you transmit more than eight bits at a time).

Although the need to kmowhether the L.O. (or only) byte of some computation hasvan er odd
number of set bits ishcommon in modern programs, it does come in useful once in a great while. Since
this is, intrinsically a bit operation, i worthwhile to mention the use of thisag and hw the
AND/OR/XOR instructions déct this fhg.

The zero fhg setting is one of the more important resultsAN®/OR/XOR instructions produce.
Indeed, programs reference thiagflso often after th&ND instruction that Intel added a separate instruc
tion, TEST, whose main purposeas to logicallyAND two results and set theafls without otherwise fafct
ing either instruction operand.

There are three main uses of the zeag #fter thexecution of arAND or TEST instruction: (1) cheek
ing to see if a particular bit in an operand is set; (2) checking to see if at least orezaftsts in a bit set is
one; and (3) checking to see if an operand is zero. Use (1) is actually a special case of (2) where the bit set
contains only a single bitVe'll explore each of these uses in the failog paragraphs.

A common use for th&ND instruction, and also the original reason for the inclusion ofT&8T
instruction in the 80x86 instruction set, is to test to see if a particular bit is setvienaogierand.To per
form this type of test, you euld normallyAND/TEST a constantalue containing a single set bit with the
operand you wish to testThese clears all the other bits in the second operavishdea zero in the bit posi
tion under test (the bit position with the single set bit in the constant operand) if the operand contains a zero
in that position and legng a one if the operand contains a one in that position. Since all of the other bits in
the result are zero, the entire result will be zero if that particular bit is zero, the entire result will be non-zero
if that bit position contains a onéhe 80x86 re#icts this status in the zeradl (Z=1 indicates a zero bit,
Z=0 indicates a one bit)The following instruction sequence demonstrates hmtest to see if bit four is set
in EAX:

test( %4_000, eax ); [/ Check bit #4 to see if it is 0/1
if( @z ) then

<< Do this if the bit is set >>

1. Serial communications chips and other communication hardware that uses parity for error checking normally computes the
parity in hardware, you don’t have to use software for this purpose.
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el se
<< Do this if the bit is clear >>
endi f;

You can also use thRND/TEST instructions to see if grone of seeral bits is set. Simply supply a
constant that has one bits in all the positions yantwo test (and zeroserywhere else) ANDing such a
value with an unknen quantity will produce a non-zeralue if one or more of the bits in the operand under
test contain a oneThe folloving example tests to see if thalue in EAX contains a one in bit positions one,
two, four, and seen:

test( 294001_0010, eax );
if( @z ) then // at least one of the bits is set.

<< do whatever needs to be done if one of the bits is set >>
endi f;

Note that you cannot use a singldD or TEST instruction to see if all the corresponding bits in the bit
set are equal to ondo accomplish this, you mustgt mask out the bits that are not in the set and then com
pare the result @inst the mask itself. If the result is equal to the mask, then all the bits in the bit set contain
ones. You must use thAND instruction for this operation as tA€ST instruction does not mask outyan
bits. The followving example checks to see if all the bits corresponding twe\this code callsitMaskare
equal to one:

and( bit Mask, eax );
cnp( eax, bitMask );

if( @) then
<< Al the bit positions in EAX corresponding to the set >>
<< bits in bitMask are equal to one if we get here. >>
endi f;

Of course, once we stick the CMP instruction in there, wetdeally have to check to see if all the bits in
the bit set contain ones. We can check for any combination of values by specifying the appropriate value as
the operand to the CMP instruction.

Note that the TEST/AND instructions will only set the zero flag in the above code sequences if all the
bits in EAX (or other destination operand) have zeros in the positions where ones appear in the constant
operand. This suggests another way to check for all ones in the bit set: invert the value in EAX prior to
using the AND or TEST instruction. Then if the zero flag is set, you know that there were all ones in the
(original) bit set, e.g.,

not ( eax );
test( bitMask, eax );
if( @) then
<< At this point, EAX contained all ones in the bit positions >>
<< occupi ed by ones in the bitMsk constant. >>
endi f;

The paragraphs abeall suggest that thigitMask(i.e., source operand) is a constant. This was for purposes

of example only. In fact, you can use a variable or other register here, if you prefer. Simply load-that vari
able or register with the appropriate bit mask before you execute the TEST, AND, or CMP instructions in the
examples above.

Another set of instructions we've already seen that we can use to manipulate bits are the bit test instruc-
tions. These instructions include BT (bit test), BTS (bit test and set), BTC (bit test and complement), and
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BTR (bit test and reset)Me've used these instructions to manipulate bits in HLA characteasables, we
can also use them to manipulate bits in geneféle BTx instructions allav the folloving syntactical forms:

bt x( Bit Nunber, BjtsToTest );

bt x( regis. regip );
bt x(' regsp, regsy );
bt x( constant, reg;g );
bt x( constant, regz, );

bt x( regis, Nemsg );
bt x( regzp, nemy );
bt x( constant, memg );
bt x( constant, mem, );

The BT instructiors first operand is a bit number that specifies which bit to check in the second operand. If
the second operand is a register, then the first operand must contain a value between zero and the size of the
register (in bits) minus one; since the 80x86’s largest registers are 32 bits, this value have the maximum
value 31 (for 32-bit registers). If the second operand is a memory location, then the bit count is not limited

to values in the range 0..31. If the first operand is a constant, it can be any eight-bit value in the range 0..255.
If the first operand is a register, it has no limitation.

The BT instruction copies the specified bit from the second operand into the carry flag. For example,
the “bt( 8, eax );” instruction copies bit number eight of the EAX register into the carry flag. You can test the
carry flag after this instruction to determine whether bit eight was set or clear in EAX.

In general, the BT instruction is, perhaps, not the best instruction for testing individual bits in a register.
The TEST (or AND) instruction is a bit more efficient. These latter two instructions are Intel “RISC Core”
instructions while the BT instruction is a “Complex” instruction. Therefore, you will often get better perfor-
mance using TEST or AND rather than BT. If you want to test bits in memory operands (especially in bit
arrays), then the BT instruction is probably a reasonable way to go.

The BTS, BTC, and BTR instructions manipulate the bit they test while they are testing it. These
instructions are rather slow and you should avoid them if performance is your primary concern. In a later
volume when we discuss semaphores you will see the true purpose for these instructions. Until then, if per-
formance (versus convenience) is an issue, you should always try two different algorithms, one that uses
these instructions, one that uses AND/OR instructions, and measure the performance difference; then
choose the best of the two different approaches.

The shift and rotate instructions are another group of instructions you can use to manipulate and test
bits. Of course, all of these instructions move the H.O. (left shift/rotate) or L.O. (right shift/rotate) bits into
the carry flag. Therefore, you can test the carry flag after you execute one of these instructions to determine
the original setting of the operand’s H.O. or L.O. bit (depending on the direction). Of course, the shift and
rotate instructions are invaluable for aligning bit strings, packing, and unpacking data. Volume One has sev-
eral examples of this and, of course, some earlier examples in the section also use the shift instructions for
this purpose.

5.4

The Carry Flag as a Bit Accumulator

The BTX, shift, and rotate instructions all set or clear the caagy dlepending on the operation and/or
selected bit. Since these instructions place their “bit result” in the cagryitfls often covenient to think of
the carry fhg as a one-bit géster or accumulator for bit operations. In this section we willoge some of
the operations possible with this bit result in the caay.fl

Instructions that will be useful for manipulating bit results in the caawy dre those that use the carry
flag as some sort of inpudlue. The folloving is a sampling of such instructions:

« ADC, SBB
* RCL, RCR
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e CMC (we'll throw in CLC and STC even though they don't use the carry as input)
« JC,JINC
e SETC, SETNC

The ADC and SBB instructions add or subtract their operands along with the carry flag. So if you've
computed some bit result into the carry flag, you can figure that result into an addition or subtraction using
these instructions. This isn’t a common operation, but it is available if it's useful to you.

To merge a bit result in the carry flag, you most often use the rotate through carry instructions (RCL and
RCR). These instructions, of course, move the carry flag into the L.O. or H.O. bits of their destination oper-
and. These instructions are very useful for packing a set of bit results into a byte, word, or double word
value.

The CMC (complement carry) instruction lets you easily invert the result of some bit operation. You
can also use the CLC and STC instructions to initialize the carry flag prior to some string of bit operations
involving the carry flag.

Of course, instructions that test the carry flag are going to be very popular after a calculation that leaves
a bit result in the carry flag. The JC, JNC, SETC, and SETNC instructions are quite useful here. You can
also use the HLA @C and @NC operands in a boolean expression to test the result in the carry flag.

If you have a sequence of bit calculations and you would like to test to see if the calculations produce a
specific sequence of one-bit results, the easiest way to do this is to clear a register or memory location and
use the RCL or RCR instructions to shift each result into that location. Once the bit operations are complete,
then you can compare the register or memory location against a constant value to see if you've obtained a
particular result sequence. If you want to test a sequence of results involving conjunction and disjunction
(i.e., strings of results involving ANDs and ORs) then you could use the SETC and SETNC instruction to set
a register to zero or one and then use the AND/OR instructions to merge the results.

5.5

Packing and Unpacking Bit Strings

A common bit operation is inserting a bit string into an operandtoaating a bit string from an oper
and. Preious chapters in thisxtehave pravided simple gamples of packing and unpacking such date; no
it is time to formally describe moto do this.

For the purposes of the current discussion, we will assume that eelling with bit strings; thatis, a
contiguous sequence of bita.little later in this chapter wé’take a look at hw to extract and insert bit sets
in an operandAnother simplifcation well make is that the bit string completelysfiwithin a byte, wrd, or
double vord operand. Lae bit strings that cross object boundaries require additional processing; a discus
sion of bit strings that cross doublend boundaries appears later in this section.

A bit string has tw attritutes that we must consider when packing and unpacking that bit string: a start
ing bit position and a lengthThe starting bit position is the bit number of the L.O. bit of the string in the
larger operand.The length, of course, is the number of bits in the operaadnsert (pack) data into a des
tination operand we will assume that we start with a bit string of the appropriate length that is righd-justifi
(i.e., starts in bit position zero) in an operand and is zdeméed to eight, sixteen, or thirty-dvbits. The
task is to insert this data at the appropriate starting position in some other operand that is eight, sixteen, or
thirty-bits wide. There is no guarantee that the destination bit positions contapaaticular \alue.

The first two steps (which can occur inyaarder) is to clear out the corresponding bits in the destination
operand and shift (a cpmf) the bit string so that the L.O. bitdies at the appropriate bit positioAfter
completing these tav steps, the third step is to OR the shifted result with the destination opérhisd.
inserts the bit string into the destination operand.
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Desti nati on:
XIX]X]X]X] X X] B D] D] B X| X| X[ X] X]

Sour ce:
[0]oJojojojofofof[ofo[o[OfY]Y[Y]Y]

Step One: Insert YYYY into the positions occupied by DDDD in the destination operand
Begin by shifting the source jperand to the left five bits.

Desti nati on:
LXIX]X]X]X]X] X[ B[ DI B[ D] X[ X] X[ X] X]

Sour ce:
[0]ojojofojofofY[Y[Y[Y[0[0]0[O]O]

Step Two: Clear out the destination bits ugpihe AND instruction

Desti nati on:
LXIXIXIXX]X[X[oofo]of X[ X] X[ X] X]

Sour ce:
[0]ofojofofofofY[Y[Y[Y][0]0[0]O]O]

Step Three: OR the two valuesgethe

Desti nati on:
IXEXEXEXEX]XEXYTYTY]YEXIXEXTX] X]

Sour ce:
[o]ofojofofofofY[Y[Y[Y][o]0[O]O]O]

Final result apears in the destinatiorperand

Figure 5.3 Inserting a Bit String Into a Destination Operand

It only takes three instructions to insert a bit string oflndength into a destination operarnthe fok
lowing three instructions demonstrateahto handle the insertion operationkigure 5.3 These instruc
tions assume that the source operand is in BX and the destination opéynd is

shl (5, bx);
and( 9411111000011111, ax );
or( bx, ax);
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If the length and the starting position atetmionn when youw'e writing the program (that is, youvsa
to calculate them at run time), then bit string insertion is a little mdiieudif However, with the use of a
lookup table its still an easy operation to accomplish. &etSsume that we V& two eight-bit \alues: a
starting bit position for thedid wete inserting and a non-zero eight-bit lengétue. Also assume that the
source operand is in EBX and the destination operand is BAX¥.code to insert one operand into another
could tale the follaving form:

readonl y

/1 The index into the following table specifies the Iength of the bit string
// at each position:

MaskByLen: dword][ 32 ] : =
[
0, $1, $3, $7, $f, $1f, $3f, $7f,
$ff, $1ff, $3ff, $7ff, Sfff, $1fff, $3fff, $7fff, $ffff,
$1 ffff, $3 ffff, $7 ffff, $f _ffff,
$1f _ffff, $3f _ffff, $7f ffff, $ff _ffff,
$Aff_ffff, $3ff_ffff, $7ff _ffff, SFff _ffff,
$Afff_ffff, S3Fff_ffff, $7fff _ffff, SFfff _ffff

novzx( Length, edx );

nov( MaskByLen[ edx*4 ], edx );
nov( StartingPosition, cl );
shl ( cl, edx );

not ( edx );

shl ( cl, ebx );

and( edx, eax );

or( ebx, eax );

Each entry in théVlaskByLenable contains the number of one bits specified by the index into the table.
Using theLengthvalue as an index into this table fetches a value that has as many one bitckeagjthe

value. The code above fetches an appropriate mask, shifts it to the left so that the L.O. bit of this run of ones
matches the starting position of the field into which we want to insert the data, then it inverts the mask and
uses the inverted value to clear the appropriate bits in the destination operand.

To extract a bit string from a larger operand is just as easy as inserting a bit string into some larger oper-
and. All you've got to do is mask out the unwanted bits and then shift the result until the L.O. bit of the bit
string is in bit zero of the destination operand. For example, to extract the four-bit field starting at bit posi-
tion five in EBX and leave the result in EAX, you could use the following code:

nov( ebx, eax ); /1 Copy data to destination.
and( %9d_1110 0000, ebx ); // Strip unwanted bits.
shr( 5, eax ); /1 Right justify to bit position zero.

If you do not knav the bit strings length and starting position when y@uivriting the program, you
can still extract the desired bit stringThe code is &ry similar to insertion (though a yirbit simpler).
Assuming you hee thelLengthand StartingPsition values we used when inserting a bit string, you can
extract the corresponding bit string using the fwilog code (assuming source=EBX and dest=EAX):

movzx( Length, edx );

nov( MaskBylLen[ edx*4 ], edx );
nov( StartingPosition, cl );
nov( ebx, eax );

shr( cl, eax );

and( edx, eax );

Beta Draft - Do not distribute © 2001, By Randall Hyde Paged19



Chapter Five Volume Four

The examples up to this point all assume that the bit string appears completely within a daub{erw
smaller) object.This will always be the case if the bit string is less than or equal to 24 bits in length. Ho
ever, if the length of the bit string plus its starting position (mod eight) within an object is greater than 32,
then the bit string will cross a doublem boundary within the objecilo extract such bit strings requires
up to three operations: one operationxtaet the start of the bit string (up to thisfidouble wrd bound
ary), an operation that copies whole doubtedg (assuming the bit string is so long that it consumesale
double words), and a fiial operation that copies left«r bits in the last doubleoxd at the end of the bit
string. The actual implementation of this operation is left asxancése at the end of thimme.

5.6

Coalescing Bit Sets and Distributing Bit Strings

Inserting and xdracting bit sets is little diérent than inserting ancteact bit strings if the “shape” of
the bit set youk inserting (or resulting bit set yoe'etracting) is the same as the bit set in the main object.
The “shape” of a bit set is the disuiipn of the bits in the set, ignoring the starting bit position of the set.
So a bit set that includes bits zero, fdiwe, six, and seen has the same shape as a bit set that includes bits
12, 16, 17, 18, and 19 since the disttibn of the bits is the sam@&he code to insert ox&act this bit set is
nearly identical to that of the prieus section; the only dérence is the maslkalue you use. ¢t example,
to insert this bit set starting at bit number zero in EAX into the corresponding bit set starting at position 12 in
EBX, you could use the folleing code:

and( 9d111 0001_0000_0000_0000, ebx ); [/ MNask out destination bits.
shl ( 12, eax ); // Move source bits into posn.
or( eax, ebx ); I/ Merge the bit set into EBX

However, suppose you e five bits in bit positions zero through four in EAX and yocantvto mege
them into bits 12, 16, 17, 18, and 19 in EBX. Someiou've got to distribte the bits in EAX prior to log
ically ORing the alues into EBX. Gien the &ct that this particular bit set has onlyotruns of one bits, the
process is soméhat simplifed, the folleving code achiees this in a sonwghat sneak fashion:

and( %d111_0001_0000_0000_0000, ebx );

shl ( 3, eax ); // Spread out the bits: 1-4 goes to 4-7 and 0 to 3.
btr( 3, eax ); // Bit 3->carry and then clear bit 3

rcl( 12, eax ); [// Shift in carry and put bits into final position
or( eax, ebx ); // Merge the bit set into EBX

This trick with the BTR (bit test and reset) instructioorked well because we only had one bit out of
place in the original source operarlas, had the bits all been in the wrong location netaiitd one another
this scheme might not i@ worked quite as wellWe'll see a more general solution in just a moment.

Extracting this bit set and collecting (“coalescing”) the bits into a bit string is not quite asHe@sy
ever, there are still some sneatkicks we can pull. Consider the foNing code thatxracts the bit set from
EBX and places the result into bits 0..4 of EAX:

mov( ebx, eax );
and( %d111_0001_0000_0000_0000, eax ); // Strip unwanted bits.

shr( 5, eax ); // Put bit 12 into bit 7, etc.
shr( 3, ah); // Move bits 11..14 to 8..11.
shr( 7, eax ); /1 Move down to bit zero.

This code mues (original) bit 12 into bit position seven, the H.O. bit of AL. At the same time it moves bits
16..19 down to bits 11..14 (bits 3..6 of AH). Then the code shifts the bits 3..6 in AH down to bit zero. This
positions the H.O. bits of the bit set so that they are adjacent to the bit left in AL. Finally, the code shifts all
the bits down to bit zero. Again, this is not a general solution, but it shows a clever way to attackthis prob
lem if you think about it carefully.

The problem with the coalescing and distribution algorithms above is that they are not general. They
apply only to their specific bit sets. In general, specific solutions are going to provide the most efficient solu-
tion. A generalized solution (perhaps that lets you specify a mask and the code distributes or coalesces the
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bits accordingly) is going to be a bit morefidifilt. The folloving code demonstrateswado distritute the
bits in a bit string according to thalues in a bit mask:

/1l EAX- Originally contains sone value into which we insert bits from EBX
/1 EBX- L.Q bits contain the values to insert into EAX

// EDX- bitmap with ones indicating the bit positions in EAX to insert.

//  CL- Scratchpad register.

nmov( 32, cl ); // Count # of bits we rotate.
jnp Di st Loop;

CopyToEAX:  rcr( 1, ebx ); /1 Don't use SHR here, nust preserve Z-flag.
rer( 1, eax );
jz Done;
D st Loop: dec( cl );
shr( 1, edx );
j ¢ CopyToEAX;
ror( 1, eax ); /1l Keep current bit in EAX
jnz Di st Loop;

Done: ror( cl, eax ); // Reposition renaining bits.

In the code abee, if we load EDX with %1100_1001 then this code will copy bits 0..3 to bits 0, 3, 6, and 7

in EAX. Notice the short circuit test that checks to see if we've exhausted the values in EDX (by checking
for a zero in EDX). Note that the rotate instructions do not affect the zero flag while the shift instructions do.
Hence the SHR instruction above will set the zero flag when there are no more bits to distribute (i.e., when
EDX becomes zero).

The general algorithm for coalescing bits is a tad more efficient than distribution. Here’s the code that
will extract bits from EBX via the bit mask in EDX and leave the result in EAX:

/| EAX- Destination register.

/| EBX- Source register.

/1 EDX- Bitmap with ones representing bits to copy to EAX
// EBX and EDX are not preserved.

sub( eax, eax ); [// Qear destination register.

j mp Shi ft Loop;
ShiftInEAX rcl( 1, ebx ); /1 Up here we need to copy a bit from
rcl( 1, eax ); /1l EBX to EAX
ShiftLoop: shli( 1, edx ); /1 Check mask to see if we need to copy a bit.
jc ShiftlnEAX /1 1f carry set, go copy the bit.
rcl( 1, ebx ); // Qurrent bit is uninteresting, skipit.
j nz ShiftLoop; /!l Repeat as long as there are bits in EDX

This sequence tak advantage of one sneaky trait of the shift and rotate instructions: the shift instructions

affect the zero flag while the rotate instructions do not. Therefore, the “shi( 1, edx);” instruction sets the zero
flag when EDX becomes zero (after the shift). If the carry flag was also set, the code will make-one addi

tional pass through the loop in order to shift a bit into EAX, but the next time the code shifts EDX one bit to

the left, EDX is still zero and so the carry will be clear. On this iteration, the code falls out of the loop.

Another way to coalesce bits is via table lookup. By grabbing a byte of data at a time (so your tables
don't get too large) you can use that byte’s value as an index into a lookup table that coalesces all the bits
down to bit zero. Finally, you can merge the bits at the low end of each byte together. This might produce a
more efficient coalescing algorithm in certain cases. The implementation is left to the reader...
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5.7

Packed Arrays of Bit Strings

Although it is fir more dicient to create arrays whose elemehgse an intgral number of bytes, it is
quite possible to create arrays of elements whose size is not a multiple of eightbitdravback is that
calculating the “address” of an array element and manipulating that array elewodveisra lot of gtra
work. In this section wé’'take a look at a f& examples of packing and unpacking array elements in an
array whose elements are an arbitrary number of bits long.

Before proceeding, &'probably werthwhile to discuss whyou would want to bother with arrays of bit
objects. The answer is simple: space. If an object only consumes three bits, you can get 2.67 timgs as man
elements into the same space if you pack the data rather than allocating a whole byte for eachoobject. F
very lage arrays, this can be a substantiglregs. Of course, the cost of this spacérgss is speed: youé
got to xecute &tra instructions to pack and unpack the data, thugirsipdovn access to the data.

The calculation for locating the bitfeét of an array element in adarblock of bits is almost identical
to the standard array access; itis

Element_Address_in_bits = Base_address_in_bits +x ihdeement_size in_bits

Once you calculate the element’s address in bits, you need to convert it to a byte address (since we have to
use byte addresses when accessing memory) and extract the specified element. Because the base address of
an array element (almost) always starts on a byte boundary, we can use the following equations to simplify
this task:

Byte of 1st bit = Base Address + (index * elenent_size in_hits )/8

Cifset_to 1st _bit = (index * elenment_size in_bits) %8 (note “% = MD)

For example, suppose we have an array of 200 three-bit objects that we declare as follows:

static
ACBBobj ects: byte[ (200%*3)/8 + 1]; [// “+1" handl es trucation.

The constantyg@ression in the dimension above reserves space for enough bytes to hold 600 bits (200 ele
ments, each three bits long). As the comment notes, the expression adds an extra byte at the end to ensure
we don't lose any odd bits (that won’t happen in this example since 600 is evenly divisible by 8, but in gen
eral you can'’t count on this; one extra byte usually won't hurt things).

Now suppose you want to access tHehiree-bit element of this arrayfou can &tract these bits by
using the follaving code:

/1 Extract the ith group of three bits in AGBobjects and | eave this val ue
/1 in EAX

sub( ecx, ecx ); /] Put i/8 remai nder here.

nov( i, eax ); // Get the index into the array.

shrd( 3, eax, ecx ); [/ EAX/8 -> EAX and EAX nod 8 -> ECX (HQ bhits)
shr( 3, eax ); /'l Renenber, shrd above doesn't nodify eax.

rol ( 3, ecx ); // Put remainder into L.Q three bits of ECX

I/l Ckay, fetch the word containing the three bits we want to extract.
/1 W have to fetch a word because the last bit or two could w nd up
/1l crossing the byte boundary (i.e., bit offset six and seven in the

/1 byte).

nmov( ACBBobj ecs[eax], eax );

shr( cl, eax ); /1 Move bits down to bit zero.
and( %411, eax ); /! Renove the other bits.

Inserting an element into the array is a bit morgadilt. In addition to computing the base address and
bit offset of the array element, yoe’ also got to create a mask to clear out the bits in the destination where
you're going to insert the medata. The follonving code inserts the L.O. three bits of EAX into iflecle
ment of theAO3Bobjectsarray
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// Insert the L.Q three bits of AXinto the ith el enent of ACBBobjects:

readonl y
Masks: word[ 8] :=
[
199000 0111, !'9®000_1110, !9®001 1100, !9®011 1000,
199111_0000, !'94110 0000, !9d_1100_0000, '9d1_1000_0000

1

sub( ecx, ecx ); /1 Put renai nder here.

nov( i, ebx ); // Get the index into the array.

shrd( 3, ebx, ecx ); [/ i/8 ->EBX i %8 -> ECX

shr( 3, ebx );

rol ( 3, ecx );

and( %411, ax ); /1 dear unneeded bits from AX

nov( Masks[ecx], dx ); /1 Mask to clear out our array el ement.

and( ACBBobj ects[ ebx ], dx ); // Gab the bits and clear those
/1 we’'re inserting.
shl ( cl, ax ); /1 Put our three bits in their proper |ocation.
or( ax, dx ); /1 Merge bits into destination.
mov( dx, ACBBobjects[ ebx ] ); // Store back into nenory.

Notice the use of a lookup table to generate the masks needed to clear out the appropriate position in the
array. Each element of this array contains all ones except for three zeros in the position we need to clear for
a given bit offset (note the use of the “I” operator to invert the constants in the table).

5.8 Searching for a Bit

A very common bit operation is to locate the end of some run of Aditery common special case of
this operation is to locate thedfi (or last) set or clear bit in a 16- or 32-taiue. In this section wi’
explore ways to accomplish this.

Before describing he to search for thert or last bit of a gien \alue, perhaps & wise to discuss
exactly what the terms ‘ffst” and “last” mean in this conte The term “frst set bit” means theréit bit in a
value, scanning from bit zerowards the high order bit, that contains a oAesimilar defnition exists for
the “first clear bit. The “last set bit” is the ifst bit in a alue, scanning from the high order biverds bit
zero, that contains a on@. similar defhition exists for the last clear bit.

One olvious way to scan for ther$t or last bit is to use a shift instruction in a loop and count the num
ber of iterations before you shift out a one (or zero) into the cagyThe number of iterations speeidithe
position. Heres some sample code that checks for thet §et bit in EAX and returns that bit position in

ECX:
nov( -32, ecx ); // Count off the bit positions in ECX
TstLp: shr( 1, eax ); /] Check to see if current bit position contains
j ¢ Done 11l aone; exit loopif it does.
inc( ecx ); // Bunp up our bit counter by one.
jnz TstLp; // Exit if we execute this loop 32 tines.
Done: add( 32, cl ); /1 Adjust loop counter so it holds the bit posn.

/1 At this point, ECX contains the bit position of the first set bit.
/1 ECX contains 32 if EAX originally contained zero (no set bits).

The only thing trick about this code is the fact that it runs the loop counter from -32 to zero rather than 32
down to zero. This makes it slightly easier to calculate the bit position once the loop terminates.
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The dravback to this particular loop is thatsitexpensve. This loop repeats as mams 32 times
depending on the originablue in EAX. If the @lues you’e checking often he lots of zeros in the L.O.
bits of EAX, this code runs rather glo

Searching for therft (or last) set bit is such a common operation that Intel added a couple of instruc
tions on the 80386 spediéilly to accelerate this procesBhese instructions are BSF (bit scan fard) and
BSR (bit scan nerse). Their syntax is as follws:

bsr( source, destReg );
bsf( source, destReg );

The source and destinations operands must be the same sizeyamishdoth be 16- or 32-bit objects.
The destination operand has to be a register, the source operand can be a register or a memory location.

The BSF instruction scans for the first set bit (starting from bit position zero) in the source operand. The
BSR instruction scans for the last set bit in the source operand by scanning from the H.O. bit towards the
L.O. bit. If these instructions find a bit that is set in the source operand then they clear the zero flag and put
the bit position into the destination register. If the source register contains zero (i.e., there are no set bits)
then these instructions set the zero flag and leave an indeterminate value in the destination register. Note that
you should test the zero flag immediately after the execution of these instructions to validate the destination
register’s value. Examples:

nov( SoneVal ue, ebx ); /1 Val ue whose bits we want to check.
bsf( ebx. eax ); /1 Put position of first set bit in EAX
jz NoBitsSet; // Branch if SoneVal ue contains zero.
mov( eax, FirstBit ); /1l Save | ocation of first set bit.

You use the BSR instruction in an identical fashion except that it computes the bit position of the last set bit
in an operand (that is, the first set bit it finds when scanning from the H.O. bit towards the L.O. bit).

The 80x86 CPUs do not provide instructions to locate the first bit containing a zero. However, you can
easily scan for a zero bit by first inverting the source operand (or a copy of the source operand if you must
preserve the source operand’s value). If you invert the source operand, then the first “1” bit you find corre-
sponds to the first zero bit in the original operand value.

The BSF and BSR instructions are complex instructions (i.e., they are not a part of the 80x86 “RISC
core” instruction set). Therefore, these instructions are necessarily as fast as other instructions. Indeed, in
some circumstances it may be faster to locate the first set bit using discrete instructions. However, since the
execution time of these instructions varies widely from CPU to CPU, you should first test the performance of
these instructions prior to using them in time critical code.

Note that the BSF and BSR instructions do not affect the source operand. A common operation is to
extract the first (or last) set bit you find in some operand. That is, you might want to clear the bit once you
find it. If the source operand is a register (or you can easily move it into a register) then you can use the BTR
(or BTC) instruction to clear the bit once you've found it. Here’s some code that achieves this result:

bsf( eax, ecx ); /]l Locate first set bit in EAX
if( @z ) then /] 1f we found a bit, clear it.
btr( ecx, eax ); // dear the bit we just found.

endi f;

At the end of this sequence, the zeagfindicates whether we found a bit (note that BTR does not
affect the zero #8g). Alternately you could add an ELSE section to the IF statementeathat handles the
case when the source operand (EAX) contains zero at girenb®y of this instruction sequence.

Since the BSF and BSR instructions only support 16- and 32-bit operands, yowevilh tampute the
first bit position of an eight-bit operand a littlefiently There are a couple of reasonable approaches.
First, of course, you can usually zepdesnd an eight-bit operand to 16 or 32 bits and then use the BSF or
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BSR instructions on this operandnother alternatie is to create a lookup table where each entry in the
table contains the number of bits in tl@ue you use as an indato the table; then you can use the XLA
instruction to “compute” therft bit position in the alue (note that you will h& to handle thealue zero as

a special case)Another solution is to use the shift algorithm appearing at thimbi@g of this section; for

an eight-bit operand, this is not an entirely fizéént solution.

One interesting use of the BSF and BSR instructions isltar'fia character set with all thealues
from the lavest-walued character in the set through the highakted character For example, suppose a
character set contains thelwes {A’, ‘M’, ‘a’.. 'n’, ‘z’}; if we fi lled in the @ps in this character set we
would have the alues {A'..’z’}.  To compute this e set we can use BSF to determineAlS€I1l code of
the first character in the set and BSR to determind8t@lI code of the last character in the g&fter doing
this, we can feed those &WASCII codes to thes.rangeCharfunction to compute the neset.

You can also use the BSF and BSR instructions to determine the size of a run of bits, assuming that you
have a single run of bits in your operand. Simply locate tise dnd last bits in the run (as abpand the
compute the diérence (plus one) of the dwalues. Of course, this scheme is ordyidr if there are no
intervening zeros between thesti and last set bits in thalue.

5.9

Counting Bits

The last @ample in the pndous section demonstrates a spedafise of aery general problem: count
ing bits. Unfortunatelythat xample has a sere limitation: it only counts a single run of one bits appearing
in the source operand.his section discusses a more general solution to this problem.

Hardly a week goes by that someone ddessk hev to count the number of bits in agister operand
on one of the Internet m&s groups. This is a common request, undoubtediigcause manassembly lan
guage course instructors assign this task a project to their studentayatoaeach them about the shift and
rotate instructions. Undoubtedije solution these instructarpect is something likthe follaving:

/1 BitCount1:
/1
/1 Counts the bits in the EAX register, returning the count in EBX
mov( 32, cl ); /1l Count the 32 bits in EAX
sub( ebx, ebx ); /1 Accunmul ate the count here.
nt Loop: shr( 1, eax ); /1 Shift next bit out of EAX and into Carry.
adc( 0, bl ); /1 Add the carry into the EBX register.
dec( cl ); /!l Repeat 32 tines.
jnz Ont Loop

The “trick” worth noting here is that this code uses the ADC instruction to add the value of the carry flag into
the BL register. Since the count is going to be less than 32, the result will fit comfortably into BL. This code
uses “adc( 0, bl );” rather than “adc( 0, ebx );” because the former instruction is smaller.

Tricky code or not, this instruction sequence is not particularly fast. As you can tell with just a small
amount of analysis, the loop above always executes 32 times, so this code sequence executes 130 instruc-
tions (four instructions per iteration plus two extra instructions). One might ask if there is a more efficient
solution, the answer is yes. The following code, taken from the AMD Athlon optimization guide, provides a
faster solution (see the comments for a description of the algorithm):

/1 bitCount -

/1

/1l Counts the nunber of "1" bits in a dword val ue.

/1 This function returns the dword count val ue in EAX

procedure bits.cnt( BitsToOnt:dword ); nodispl ay;

const
EveryQ herBi t . = $5555 5555;
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EveryAl ternatePair := $3333_3333;

EvenN bbl es . = $0f Of _Of Of ;
begi n cnt;

push( edx );

nov( BitsTont, eax );
nov( eax, edx );

/1 Conpute sumof each pair of bits

/1 in EAX The algorithmtreats

/1l each pair of bits in EAX as a two

/1 bit nunber and cal cul ates the

/1 nunber of bits as follows (description
/1l is for bits zero and one, it generalizes
/1 to each pair):

/1

/1l  EDX = BITL BITO

/] EAX = 0 BITL

/1

/| EDX-EAX = 00 if both bits were zero.
/1 01 if Bit0O=1 and Bit 1=0.
/1 01 if Bit0O=0 and Bit1=1.
/1 10 if Bit0O=1 and Bit1=1.
/1

/] Note that the result is left in EDX

shr( 1, eax );
and( EveryGherBit, eax );
sub( eax, edx );

/1 Now sumup the groups of two bits to
/1 produces suns of four bits. This works
/1 as follows:

/1

/1 EDX = bits 2,3, 6,7, 10,11, 14,15, ..., 30,31

/1 inbit positions 0,1, 4,5, ..., 28,29 with

/1 zeros in the other positions.

/1

/I EAX =bits 0,1, 4,5, 8,9, ... 28,29 with zeros

Il in the other positions.

/1

/1 EDX+EAX produces the suns of these pairs of bits.

/!l The suns consune bits 0,1,2, 4,5,6, 8,9,10, ... 28,29,30

/1 in EAX with the remaining bits all containing zero.

nmov( edx, eax );

shr( 2, edx );

and( EveryAlternatePair, eax );
and( EveryAlternatePair, edx );
add( edx, eax );

/1 Now conpute the suns of the even and odd nibbles in the
/1 nunber. Since bits 3, 7, 11, etc. in EAX all contain
/1 zero fromthe above cal cuation, we don't need to AND
/1 anything first, just shift and add the two val ues.

/1 This conputes the sumof the bits in the four bytes

/1 as four separate value in EAX (AL contai ns nunber of

/1l bits in original AL, AH contains nunber of bits in

/1l original AH etc.)
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nov( eax, edx );

shr( 4, eax );

add( edx, eax );

and( EvenN bbl es, eax );

/1 Now for the tricky part.

/1 W want to conpute the sumof the four bytes
/1 and return the result in EAX. The foll ow ng
/1 multiplication achieves this. |t works

/1 as follows:

/1 (1) the $01 component |eaves bits 24..31

/1 in bits 24..31.

/1

/1 (2) the $100 conponent adds bits 17..23
/1 into bits 24..31.

11

/1 (3) the $1_0000 conponent adds bits 8..15
/1 into bits 24..31.

/1

/1 (4) the $1000_0000 conponent adds bits 0..7
/1 into bits 24..31.

11

/1 Bits 0..23 are filled with garbage, but bits
// 24..31 contain the actual sumof the bits

/1 in EAX's original value. The SHRinstruction
//  nmoves this value into bits 0..7 and zeroes

//  out the HQ bits of EAX

intmul ( $0101_0101, eax );
shr( 24, eax );

pop( edx );

end cnt;

5.10

Reversing a Bit String

Another common programming project instructions assign, and a useful functionwnitgybt, is a
program that neerses the bits in an operarthat is, it svaps the L.O. bit with the H.O. bit, bit #1 with the
next-to-H.O. bit, etc. The typical solution an instructor probablypects for this assignment is the falto
ing:

/1 Reverse the 32-bits in EAX, leaving the result in EBX

mov( 32, cl );

RvsLoop: shr( 1, eax ); /1 Move current bit in EAX to the carry flag.
rcl( 1, ebx ); /1 Shift the bit back into EBX, backwards.
dec( cl );
jnz RvsLoop

As with the preious examples, this code suffers from the fact that it repeats the loop 32 times for a grand
total of 129 instructions. By unrolling the loop you can get it down to 64 instructions, but this is stil some
what expensive.

As usual, the best solution to an optimization problem is often a better algorithm rather than attempting
to tweak your code by trying to choose faster instructions to speed up some code. However, a little intelli-
gence goes a long way when manipulating bits. In the last section, for example, we were able to speed up
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counting the bits in a string by substituting a more corplgorithm for the simplistic “shift and count”
algorithm. In the xample abwe, we are once afn faced with a gry simple algorithm with a loop that
repeats for one bit in each numb@&he question is: “Can we disegr an algorithm that doesréxecute 129
instructions to reerse the bits in a 32-bitgister?” The answer is “yes” and the trick is to do as muohkw
as possible in parallel.

Suppose that all weamted to do @&s svep the gen and odd bits in a 32-bialue. We can easily sap
the even an odd bits in EAX using the folling code:

nov( eax, edx ); /1 Nake a copy of the odd bits in the data.
shr( 1, eax ); /1 Move the even bits to the odd positions.
and( $5555_5555, edx ); // Isolate the odd bits by clearing even bits.
and( $5555 5555, eax ); // lIsolate the even bits (in odd posn now).
shl (1, edx ); /1 Move the odd bits to the even positions.
or( edx, eax ); /1 Merge the bits and conpl ete the swap.

Of course, sapping the een and odd bits, while somvhat interesting, does not selour lager prob
lem of reversing all the bits in the numbeBut it does ta us part of the ay there. Br example, if after
executing the code sequence abowve svap adjacent pairs of bits, then we’'managed to sap the bits in
all the nibbles in the 32-bitalue. Svapping adjacent pairs of bits is done in a maneey gimilar to the
above, the code is

mov( eax, edx ); /1 Nake a copy of the odd nunbered bit pairs.
shr( 2, eax ); /1 Move the even bit pairs to the odd posn.

and( $3333_3333, edx ); // Isolate the odd pairs by clearing even pairs.
and( $3333 3333, eax ); // lsolate the even pairs (in odd posn now).
shl (2, edx ); /1 Move the odd pairs to the even positions.

or( edx, eax ); /1 Merge the bits and conpl ete the swap.

After completing the sequence abBowe svap the adjacent nibbles in the 32-bigister Again, the
only difference is the bit mask and the length of the shifts. Bléte’code:

nov( eax, edx ); /1 Make a copy of the odd nunbered ni bbl es.
shr( 4, eax ); /1 Move the even nibbles to the odd position.
and( $0fOf _OfOf, edx ); // lIsolate the odd nibbl es.

and( $ofOf _OfOf, eax ); // Isolate the even nibbles (in odd posn now).
shl (4, edx ); /1 Move the odd pairs to the even positions.
or( edx, eax ); /1 Merge the bits and conpl ete the swap.

You can probably see the pattertvaleping and candure out that in the métwo steps we/e got to
swap the bytes and then thends in this objectYou can use code kkthe abee, hut there is a betteray —
use theBSWAP instruction. The BSWAP (byte svap) instruction uses the folling syntax:

bswap( regs; );

This instruction swaps bytes zero and three and it swaps bytes one and two in the specified 32-bit register.
The principle use of this instruction is to convert data between the so-called “little endian” and “big-endian”
data format& Although we don't specifically need this instruction for this purpose here, the BSWAP
instruction does swap the bytes and words in a 32-bit object exactly the way we want them when reversing
bits, so rather than sticking in another 12 instructions to swap the bytes and then the words, we can simply
use a “bswap( eax );” instruction to complete the job after the instructions above. The final code sequence is

nov( eax, edx ); /1 Make a copy of the odd bits in the data.
shr( 1, eax ); /1 Move the even bits to the odd positions.
and( $5555 5555, edx ); // lIsolate the odd bits by clearing even bits.
and( $5555_5555, eax ); // Isolate the even bits (in odd posn now).
shl (1, edx ); /1 Move the odd bits to the even positions.
or( edx, eax ); /1 Merge the bits and conpl ete the swap.

2. In the little endian system, which the na80x86 format, the L.O. byte of an object appears at the lowest address-in mem
ory. In the big endian system, which various RISC processors use, the H.O. byte of an object appears at the lowest address in
memory. The BSWAP instruction converts between these two data formats.
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nov( eax, edx ); /1 NMake a copy of the odd nunbered bit pairs.
shr( 2, eax ); /1 Move the even bit pairs to the odd posn.

and( $3333_3333, edx ); // Isolate the odd pairs by clearing even pairs.
and( $3333_3333, eax ); [// Isolate the even pairs (in odd posn now).

shl ( 2, edx ); /1 Move the odd pairs to the even positions.
or( edx, eax ); /1 Merge the bits and conpl ete the swap.

nov( eax, edx ); /1 Nake a copy of the odd nunbered ni bbl es.
shr( 4, eax ); /1 Move the even nibbles to the odd position.

and( $0fOf _OfOf, edx ); // Isolate the odd nibbles.
and( $0fOf _OfOf, eax ); // Isolate the even nibbles (in odd posn now).

shl (4, edx ); /1 Move the odd pairs to the even positions.
or( edx, eax ); /1 Merge the bits and conpl ete the swap.
bswap( eax ); /1 Swap the bytes and words.

This algorithm only requires 19 instructions andxe@ites muchafster than the bit shifting loop
appearing earlier Of course, this sequence does consume a hit more mesoadfyyoure trying to see
memory rather than clock/cles, the loop is probably a better solution.

5.11

Merging Bit Strings

Another common bit string operation is producing a single bit string bgimgeror interleging, bits
from two different sourcesThe folloving example code sequence creates a 32-bit string bginuealter
nate bits from tw 16-bit strings:

/1 Merge two 16-bit strings into a single 32-bit string.
/1 AX - Source for even nunbered bits.

/1 BX - Source for odd nunbered bits.

// QL - Scratch register.

/| EDX- Destination register.

nov( 16, cl );

Mer geLp: shrd( 1, eax, edx ); // Shift a bit fromEAX into EDX
shrd( 1, ebx, edx ); /1l Shift a bit fromEBX into EDX
dec( cl );

j ne MergeLp;

This particular gample merged two 16-bit values together, alternating their bits in the result value. For a
faster implementation of this code, unrolling the loop is probably you're best bet since this eliminates half
the instructions that execute on each iteration of the loop above.

With a few slight modifications, we could also have merged four eight-bit values together, or we could have
generated the result using other bit sequences; for example, the following code copies bits 0..5 from EAX,
then bits 0..4 from EBX, then bits 6..11 from EAX, then bits 5..15 from EBX, and finally bits 12..15 from
EAX:

shrd( 6, eax, edx );
shrd( 5, ebx, edx );
shrd( 6, eax, edx );
shrd( 11, ebx, edx );
shrd( 4, eax, edx );
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5.12 Extracting Bit Strings

Of course, we can easily accomplish theveose of meaging two bit streams; i.e., we carteact and
distribute bits in a bit string among multiple destinatiomse folloving code taks the 32-bit alue in EAX
and distrilutes alternate bits among the BX and D¥iseers:

nmov( 16, cl ); /1 Count off the nunber of |oop iterations
Extract Lp: shr( 1, eax ); /1 Extract even bits to (E)BX

rer( 1, ebx );

shr( 1, eax ); /1 Extract odd bits to (E)DX

rcer( 1, edx );

dec( cl ); /1 Repeat 16 tines.

jnz ExtractLp;

shr( 16, ebx ); /1 Need to nove the results fromthe H Q

shr( 16, edx ); /1 bytes of EBXEDX to the L.O bytes.

This sequencexecutes 99 instructionsThis isnt terrible, lut we can probably do a little better by
using a better algorithm thatteacts bits in parallel. Emp}ing the technique we used toveese bits in a
register we can come up with the folling algorithm that relocates all thegem bits to the L.O. ard of
EAX and all the odd bits to the H.Oovd of EAX.

// Swap bits at positions (1,2), (5,6), (9,10), (13,14), (17,18),
/1 (21,22), (25,26), and (29, 30).

nov( eax, edx );

and( $9999_9999, eax ); /1 Mask out the bits we'll keep for now.
nov( edx, ecx );

shr( 1, edx ); // Move 1st bits in tuple above to the
and( $2222_2222, ecx ); /1 correct position and nmask out the
and( $2222 2222, edx ); /1 unneeded bits

shl (1, ecx ); // Move 2nd bits in tuples above.

or( edx, ecx ); /1 Merge all the bits back together

or( ecx, eax );
// Swap bit pairs at positions ((2,3), (4,5)), ((10,11), (12,13)), etc.

nov( eax, edx );

and( $c3c3_c3c3, eax ); /1 The bits we'll |eave al one
nov( edx, ecx );

shr( 2, edx );

and( $0cOc_0cOc, ecx );

and( $0cOc_0cOc, edx );

shl ( 2, ecx );

or( edx, ecx );

or( ecx, eax );

/1 Swap nibbles at nibble positions (1,2), (5,6), (9,10), etc.

nov( eax, edx );

and( $fO00f _f0Of, eax );
nov( edx, ecx );

shr(4, edx );

and( $0f Of _Of Of, ecx );
and( $0f Of _Of Of, ecx );
shl (4, ecx );

or( edx, ecx );

or( ecx, eax );

/1 Swap bits at positions 1 and 2
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ror( 8, eax );
xchg( al, ah);
rol ( 8, eax );

This sequence require 30 instructioAs first blush it looks like a winner since the original loop executes 64
instructions. However, this code isn't quite as good as it looks. After all, if we're willing to write this much
code, why not unroll the loop above 16 times? That sequence only requires 64 instructions. So the complex
ity of the previous algorithm may not gain much on instruction count. As to which sequence is faster, well,
you'll have to time them to figure this out. However, the SHRD instructions are not particularly fast, neither
are the instructions in the other sequence. This example does not appear here to show you a better algorithm,
but rather to demonstrate that writing really tricky code doesn’t always provide a big performance boost.

Extracting other bit combinations is left as an exercise for the reader.

5.13 Searching for a Bit Pattern

Another bit-related operation you may need is the ability to search for a particular bit pattern in a string
of bits. For example, you might want to locate the bit indeof the fist occurrence of %1011 starting at some
particular position in a bit string. In this section Wekplore some simple algorithms to accomplish this
task.

To search for a particular bit pattern veegoing to need to kmofour things: (1) the pattern to search
for (thepattern, (2) the length of the pattern we’'searching foi(3) the bit string that weg going to search
through (thesource), and (4) the length of the bit string to search throuire basic idea behind the search
is to create a mask based on the length of the pattern and maskaod tt@psource with thisalue. Then we
can directly compare the pattern with the neakkource for equality If they are equal, weé done; if
they’re not equal, then increment a bit position courgkift the source one position to the right, and try
again. We repeat this operatideangth(souce) - length(patternjimes. The algorithm &ils if it does not
detect the bit pattern after this nyaattempts (since we will va exhausted all the bits in the source operand
that could match the pattesiength). Here a simple algorithm that searches for a-{oitipattern through
out the EBX rgister:

nmov( 28, cl ); /1 28 attenpts since 32-4 = 28 (len(src)-len(pat)).
mov( %4111, ch); /1 NMask for the conparison.
nov( pattern, al ); // Pattern to search for.

and( ch, al ); /1 Mask unnecessary bits in AL.
nov( source, ebx ); // Get the source val ue.
ScanLp: nmov( bl, dl ); /1 NMake a copy of the L.Q four bits of EBX
and( ch, dl ); /1 Mask unwanted bits.
cnp( dl, al ); /1 See if we match the pattern.
j z Mat ched;
dec( cl ); /1 Repeat the specified nunber of tines.
j nz ScanLp;

<< If we get to this point, we failed to match the bit string >>

j mp Done;
Mat ched:
<< |f we get to this point, we matched the bit string. W can >>
<< conpute the position in the original source as 28-cl. >>
Done:

Bit string scanning is a special case of string matching. String matching is a well studied problem in
Computer Science and maof the algorithms you can use for string matching are applicable to bit string
matching as well. Such algorithms are a bitdmel the scope of this chaptéeut to give you a preiew of
how this works, you compute some function #ilKOR or SUB) between the pattern and the current source
bits and use the result as an xd#o a lookup table to determinevaanary bits you can skip. Such algo
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rithms let you skip seesral bits rather than only shifting once per each iteration of the scanning loop (as is
done by the algorithm ake). For more details on string scanning and their possible application to bit string
matching, see the appropriate chapter in tiierae onAdvanced String Handling.

5.14

The HLA Standard Library Bits Module

The HLA Standard Library prades a “bits” module that pvides sgeral bit related functions, includ
ing huilt-in functions for may of the algorithms wee studied in this chapteThis section will describe
these functionswailable in the HLA Standard Library

procedure bits.cnt( b:dword ); returns( "EAX' );

This procedure returns the number of one bits present in the “b” parathetéurns the count in the
EAX register To count the number of zero bits in the paramesduey irvert the \alue of the parameter
before passing it tbits.cnt If you want to count the number of bits in a 16-bit operand, simply z¢ene
it to 32 bits prior to calling this function. Here are a couplexah®les:

/1 Conpute the nunber of bits in a 16-bit register:

pushw( 0 );
push( ax );
call bits.cnt;

/1 1f you prefer to use a higher-level syntax, try the follow ng:
bits.cnt( #{ pushw(0); push(ax); }# );
// Conpute the nunber of bits in a 16-bit nenory | ocation:

pushw( 0 );
push( meni6 );
bits.cnt;

If you want to compute the number of bits in an eight-bit operand it's probably faster to write a simple loop
that rotates all the bits in the source operand and adds the carry into the accumulating sum. Of course, if per
formance isn’t an issue, you can zero extend the byte to 32 bits and &t tbretprocedure.

procedure bits.distribute( source:dword; mask: dword; dest:dword );
returns( "EAX' );

This function taks the L.On bits ofsouice, wheren is the number of “1” bits imask and inserts these
bits intodestat the bit positions spedfil by the “1” bits irmask(i.e., the same as the distrib algorithm
appearing earlier in this chapteifhis function does not change the bitsl@stthat correspond to the zeros
in themaskvalue. This function does not f&fct the alue of the actualestparameterinstead, it returns the
new value in the EAX rgister

procedure bits. coal ese( source: dword; mask:dword );
returns( "EAX' );

This function is the carerse ofbits.distribute It extracts all the bits in source whose corresponding posi
tions in mask contain a one. This function coalesces (right justifies) these bits in the L.O. bit positions of the
result and returns the result in EAX.

procedure bits.extract( var d:dword ); returns( "EAX' ); // Really a nacro.
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This function @&tracts the fist set bit ind searching from bit #0 and returns the xaé this bit in the
EAX register; the function will also return the zeradlclear in this caserlhis function also clears that bit
in the operand. Idl contains zero, then this function returns the zaw $et and EAX will contain -1.

Note that HLA actually implements this function as a macro, not a procedure (see the chapter on Mac
ros for details).This means that you can pasy @ouble vord operand as a parameter (i.e., a memory or a
register operand). Huwever, the results are undeéd if you pass EAX as the parameter (since this function
computes the bit number in EAX).

procedure bits.reverse32( d:dword ); returns( "EAX' );
procedure bits.reversel6( wword ); returns( "AX' );
procedure bits.reverse8( b:byte ); returns( "AL" );
These three routines return their paramegduey with the its bits kersed in the accumulatorgister
(AL/AX/EAX). Call the routine appropriate for your data size.

procedure bits. merge32( even:dword; odd:dword ); returns( "EDX EAX' );
procedure bits. mergel6( even:word; odd:word ); returns( "EAX' );
procedure bits. merge8( even:byte; odd:byte ); returns( "AX' );

These routines mge two streams of bits to produce alwe whose size is the combination of the tw
parametersThe bits from the “een” parameter occypthe &en bits in the result, the bits from the “odd”
parameter occypthe odd bits in the result. Notice that these functions return 16, 32, or 64 bits based on
byte, word, and double wrd parameteralues.

procedure bits. nibbl es32( d:dword ); returns( "EDX EAX' );
procedure bits.nibblesl6( wword ); returns( "EAX' );
procedure bits.nibbles8( b:byte ); returns( "AX' );

These routinesxéract each nibble from the parameter and place those nibbles intoliradibytes.
The bits.nibbles&unction etracts the tw nibbles from thdo parameter and places the L.O. nibbléln
and the H.O. nibble iAH. The bits.nibbles1&unction etracts the four nibbles iw and places them in
each of the four bytes of EAXYou can use the BSAP or ROx instructions to gin access to the nibbles in
the H.O. vord of EAX. Thebits.nibbles3Zunction etracts the eight nibbles in EAX and distribs them
through the eight bytes in EDX:EAX. Nibble zero winds upg\inand nibble seen winds up in the H.O.
byte of EDX. Again, you can use BSMP or the rotate instructions to access the upper bytes of EAX and
EDX.

5.15

Putting It All Together

Bit manipulation is one area where assembly language really shines. Not only is bit manipadation f
more eficient in assembly language than in higleldanguages, ui it's often easier as welRlthough the
need to manipulate bits is not avegyday requirement, bit manipulation is still @y important problem
area. In this chapter wa eplored segeral ways to manipulate data as bitalthough this chapter only
begins to cwer the possibilities, it should\g@ you some ideas for @eoping your avn bit manipulation
algorithms for use in your applications.
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